RESPECTING PATIENT PRIVACY WITH FEDERATED ARTIFICIAL INTELLIGENCE
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ABSTRACT: Multiple research has shown that deep artificial neural networks (ANN) can assist physicians in diagnosing a patient with greater accuracy and sensitivity. Nonetheless, the grand march of success by ANN is only possible by the availability of an open medical dataset. However, at the time of writing, there is no open medical dataset from the Malaysian population. The local dataset is crucial to validate the performance of any ANN modal on the local populations. The lack of any local dataset may be due to local medical institution's hesitance to release any medical images and records to respect patient's confidentiality. One way around this is to adopt the Federated Learning system, in which no sharing of patient data is required. Our experiment tested the capability of 25 ANN models to classify chest radiograph images into three classes: normal, bacterial pneumonia, and viral pneumonia. Each ANN model is given a training dataset that is random in size and class ratio. The result obtained from the experiment shows that the federated system obtains the highest score in all measured metrics. It obtained a score of 0.76, 0.72, and 0.72 for average weighted precision, weight sensitivity, and F1, respectively. It also has the lowest standard deviation in all performance metrics compared to other learning systems. The result obtained here further strengthens the notion that if Malaysia wants to adopt a national-level artificial intelligent system for medical purposes, it should utilize the federated learning system at its core. It ensures Malaysia has an artificial intelligence system that respects patient's privacy while maintaining its robustness.
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1. INTRODUCTION

In recent years, a significant number of research studies have shown that deep learning algorithms can assist physicians in providing high-level automation of rudimentary tasks and analysis. Such task includes image classification, tumor localization, region of interest segmentation and radiation treatment planning. Certain research, such as by Hollon et al. (2020) and McKinney et al. (2020), has even shown that the deep learning model outperforms professional judgment.

The remarkable progress of deep learning in medicine can be attributed to 1) the availability of cheap cloud computing resources for model development, 2) a
variety of model architecture selections, ranging from U-net (image segmentation, Ronneberger et al., 2015), to Yolo and Faster R-CNN (localization, Redmon et al., 2016; Ren et al., 2015), and 3) most importantly the growing number of open-access medical datasets.

1.1 Validating on Local Dataset

It is crucial to point out that most deep learning developments are done using open-access datasets. These datasets are usually acquired by a medical institute that serves a specific local population. For example, the three most commonly used chest radiograph datasets are the JRST, Shenzhen, and Google-NIH datasets, which comes from the Japanese, Chinese and unspecified populations (Shiraishi et al., 2000; Jaeger et al., 2014; Wang et al., 2017).

Since each dataset represents a specific population, the class ratio in the dataset also closely reflects the incidence rate of a particular disease at a specific region and time. For example, according to Ferlay (n.d.), the incidence of a male having lung cancer per 100,000 population in Japan, China, the United Kingdom, and Malaysia are 41.4, 47.8, 35.5, and 22.5, respectively. Since the incidence rate among nations is varied and shifts through time, it implies that most clinical dataset is a non-independent and identically distributed (Non-IID) dataset. Thus, deep learning model developers should not naively assume that the obtained model performance from a specific dataset is valid for all populations globally (Kelly et al., 2019).

In this paper, we demonstrated how different class ratios and sample counts in different training datasets could greatly fluctuate the performance of a classification model. Similar results also have been shown by Zhao et al. (2018) and Roth et al. (2020). Due to differences in incidence rate (class ratio), it must be strongly pointed that any deployment of machine learning solutions for clinical purposes must be first validated using a local dataset. However, there is yet any open clinical dataset that comes from Malaysian populations.

There are several reasons why local medical institutes hesitate to release any clinical dataset, ranging from lack of computing resources to host such datasets to simply want to respect patient privacy. Despite these constraints, Malaysia's medical institute should not ignore the many proven benefit of deep learning solutions. Therefore, a middle ground between respecting patient privacy while allowing the integration of deep learning into local clinical practice should be proposed. One such method is the federated deep learning method.

2. LITERATURE REVIEW

Federated learning is a form of decentralized learning in which models are trained locally in the participant edge devices using their own local dataset. There are many forms of federated learning, though the majority of them do not require any centralized data gathering or cross-sharing between participants. Co-operative learning is done through model sharing instead. Thus, medical institutes are not required to disclose any patient information to another party, including other medical institutes. For a more rigorous explanation on the concept and application of federated learning, interested readers should read Yang et al. (2019). While Rieke et al. (2020) focused their study on federated learning specifically for medical and health purposes.
2.1 Example of Federated Learning in Medicine

The majority of federated learning literature focuses more on proposing new architecture and frameworks, integrating various technologies such as block-chain (Kumar et al. 2021; Rahman et al. 2020) and peer-to-peer (Roy et al., 2019) to make federated learning more secure, lightweight, and flexible. Consequently, there is an insufficient number of comparative studies that highlight the difference in performance between the various federated learning framework and conventional centralized learning. For example, research done by Lee and Shin (2020) showed federated learning only obtains an F1-score of 0.807, less than the centralized learning score of 0.814 in classifying the ECG dataset. Similarly, Lu et al.'s (2020) research showed the AUC-score for classifying breast cancer histology slide is 0.932 for the federated, less than the 0.946 scores obtained by centralized learning. The results from these two experiments imply that the current federated learning method delivers classification performance that is lesser than the centralized learning method. Therefore, it highlights the need for further research to develop a federated system framework capable of providing classification performance on par with centralized learning. It is worth noting that, due to the recent pandemic, several research studies demonstrated the application of federated learning for COVID-19 diagnostic, for example, Kumar et al. (2020), Qayyum et al. (2021), Qian and Zhang (2021), Liu et al. (2020) and Zhang et al. (2021).

2.2 Malaysia Context

In the writing of Kelly et al. (2019), the authors stated several challenges of implementing deep learning solution into everyday clinical practice; it includes algorithm bias, usage of clinically non-reliable metrics, logistical difficulties and integration difficulties. In the context of Malaysia and other similar developing countries, the lack of computational resource and sparse network infrastructure pose other critical challenges. Even at the time of writing, a significant number of government hospitals and clinics still do not have an electronic health records (EHR) system, i.e., computerize documentations. Without such infrastructure, it is difficult for the medical institute to benefit from the recent progress in EHR and clinical artificial intelligence.

The lack of computing infrastructure in many medical institutes in Malaysia does put federated learning at a disadvantage compared to conventional centralized learning. In centralized learning, the computationally intensive part of training a classification model is outsourced to a single centralized training server. Therefore, local medical institutes do not require to have their own server to train their models. In contrast, federated learning requires participants to train models locally, thus having a certain standard of computing hardware.

A remedy to this problem is to develop lightweight model that does not require extensive computing resource. Instead of opting for a model with a large number of trainable parameters such as ResNet50 (He et al., 2016), Xception (Chollet et al., 2017) and VGG16 (Simonyan et al., 2014). A model with a smaller number of trainable parameters can be opted. Such lightweight models are DenseNet121 (Huang et al., 2017) and MobileNet (Howard et al., 2017). In this paper, we have opted to use DenseNet121 for this very reason as it is deemed to be more practical to be run in a Malaysian medical institute that lacks powerful computing resources.
3. METHODOLOGY

In this paper, we demonstrate two ways of implementing federated learning. In the first approach, each local model was trained using a local dataset without any external input. After training was finished, all models were the ensemble to vote the most likely class for a particular sample. This method, akin to the bagging method, is ensembled learning; we call this approach the Federated Ensemble Learning.

The second method is called Federated Averaging Learning, in which each participant cooperatively learned during model training. In this implementation, after each training epoch, each model's weight was gathered. A new model was created, in which the model's weight is the average of the previously gathered models. The newly created model was then distributed back to learn the local dataset until the next epoch. The cycle of training locally and centrally averaging the weight continued till the end of the training. In the end, each participant would have one model in which its weight is akin to the other.

3.1 Dataset

The chosen dataset was taken from Kermany et al. (2018), which contains 5,856 chest radiograph images. The images were divided into three classes: normal, bacterial pneumonia, and viral pneumonia. To recreate Non-IDD datasets, the training samples were randomly divided into 25 smaller training datasets, each with a different size and class ratio. The largest dataset contained 430 samples while the smallest contained only 29 samples; the ratio of pneumothorax sample to a normal sample is between 75.51% to 67.93%, this is shown in Fig. 1.

![Fig. 1. The sample number Vs the class ratio for the 25 Non-IDD datasets.](image)

3.2 The Simulations

Four different kinds of deep learning frameworks are simulated: centralize learning, fragmented learning, federated ensemble learning, and federated average learning. The detail of each simulation is given below.
Centralize Learning (CL): the condition in which a single server gathers samples from all medical centers. Then a single classification model is created and trained using all available samples. The trained model will then be replicated and distributed back to all medical centers. To simulate this condition, a single classification model was created and learned from all samples in the training dataset.

Fragmented Learning (FRL): opposite to the CL, this framework does not have sample sharing nor cooperative learning. Each medical center trains its model only using its training dataset. To simulate this, twenty-five identical classification models were created, and each trained with one of the non-IDD training datasets created earlier.

Federated Ensemble Learning (FEL): to simulate this condition, an N number of models that were previously created in the FL simulation were randomly taken to create a single ensemble model. 30 different combinations of ensemble models were created, each using different individual models. The simulation started with N = 5 then repeated with N = 10, 15, and 30.

Federated Average Learning (FAL): To simulate this approach, N number of models were created and initialized to have identical weights. Each model was trained with separate dataset. For each training epoch, the average weight of each model’s trainable neurons was calculated. Then each neuron’s weights would be adjusted to take the new calculated average weight. This process continued until the end of the training. The simulation was repeated with the initial number of participating models, N = 5, then 10 and lastly 15.

3.3 The Classification Model

All classification models created in all four frameworks are identical in architecture and initial weight. Dense121 was chosen as the base model, with its weight taken from ImageNet (Deng et al., 2009). Models were trained with the epoch set at 25, though early stopping is in place with the condition that the validation-loss does not change after ten epochs. The TensorFlow (Abadi et al., 2016) library version 2.4.1 was used for the model implementation and executed using the Google Cloud Computing infrastructure. Model classification performance evaluations were done using the sklearn library (Pedregosa et al., 2011) and the same testing dataset. Since the testing dataset was imbalanced, the metrics chosen were precision, sensitivity, and F1 score.

4. RESULT AND DISCUSSION

Fig. 2 shows the classification performance score of individual FRL models when tested on the same testing dataset. The score was plotted based on their testing dataset size and class ratio. Additionally, the dashed line shows the score obtained by a CL model. The figure shows that most FRL models score well below the CL score for every metric. More importantly, several FRL models obtained scores below the 0.5 thresholds, suggesting the model failed to learn pneumonia classifications.
As stated before, in this experiment, we also want to investigate how Non-IDD datasets affect the classification performance of the deep learning model. Table 1 shows the Pearson correlation between a training dataset sample size and its class ratio to the resulting model classification performance score. The result shows that the classification result is more strongly correlated to training dataset sample size rather than the class ratio. This measurement validates the common assumption in the machine learning community that dataset size is more important than sample variety.

The result shown in Fig. 2 suggests that, in the FRL framework, there are possibilities that a deep learning model will fail to learn the appropriate class classifications. If such a failed model is deployed and used in a medical center, it will only annoy physicians over consistency misclassification in the best-case scenario. However, in the worst-case scenario, it can lead to misdiagnosis. Prolonged misclassification can also cause distrust and abandonment of the deep learning system as a whole.

Table 1. Pearson correlation score between a classification metrics and the training dataset size and pneumonia Class Ratio

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Dataset Size</th>
<th>Pneumonia Class Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.534</td>
<td>0.356</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.741</td>
<td>0.205</td>
</tr>
<tr>
<td>F1</td>
<td>0.790</td>
<td>0.216</td>
</tr>
</tbody>
</table>

Fig. 2. The Classification performance metrics versus training sample number and pneumonia class ratio.
To avoid such circumstances, it is strongly recommended that medical center does not adopt the fragmented learning framework. Although the FRL framework ensures patient privacy, it does not lead to the creation of the most optimized deep learning model. Adopting a federated learning system will ensure only an accurate model is used. Nevertheless, if the FRL framework is not available for the medical center, the result from Table 1 suggests that model classification can be improved by simply expanding the training dataset size; variety in the training dataset comes second.

Table 2 shows the classification score obtained by the different learning framework. From the result, it is very clear that the centralized still obtained the highest score in every metric. The second-best learning framework is the FAL with 5 participants. The FEL framework only has a higher precision score than FRL but no significant improvement in sensitivity or the F1 score. The result also shows that by increasing the number of participating models, the standard deviation in FEL and FAL scores will decrease. This reduction in score’s deviation is an important feature, as it suggests that both FAL and FEL produce models with consistent performance. Unlike in the case of the FRL framework, where there is a possibility that its model will fail to learn, it is unlikely the FAL and FEL produce a failed model. By having this consistency in performance, it encourages physicians to have confidence and reliability towards the system.

It is worth noting that for FAL, its average score decreases as the number of participants increases, the exact reason for this trend is unknown. One hypothesis is that as the number of participants model increases, it is harder for the model to converge to a 'one-fit all' solution. Further research is needed to validate this effect and also to find ways to mitigate it.

Despite FEL classification performance is less than FAL, FEL has its advantage of not requiring any centralize system to coordinate the learning. Medical institute can independently pick and choose trained model without the need to actively participate in the cooperative learning, this also reduce the overall network usage.

Table 2. Comparison of classification performance between different types of deep learning framework. Bold score shows the highest score recorded.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Sensitivity</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average</td>
<td>STD</td>
<td>Average</td>
</tr>
<tr>
<td>SCL</td>
<td>0.801</td>
<td></td>
<td>0.78</td>
</tr>
<tr>
<td>FRL</td>
<td>0.654</td>
<td>0.128</td>
<td>0.597</td>
</tr>
<tr>
<td>FEL (5)</td>
<td>0.716</td>
<td>0.079</td>
<td>0.597</td>
</tr>
<tr>
<td>FEL (10)</td>
<td>0.738</td>
<td>0.048</td>
<td>0.599</td>
</tr>
<tr>
<td>FEL (15)</td>
<td>0.739</td>
<td>0.047</td>
<td>0.599</td>
</tr>
<tr>
<td>FEL (20)</td>
<td>0.747</td>
<td><strong>0.010</strong></td>
<td>0.600</td>
</tr>
<tr>
<td>FAL (5)</td>
<td><strong>0.757</strong></td>
<td>0.023</td>
<td><strong>0.724</strong></td>
</tr>
<tr>
<td>FAL (10)</td>
<td>0.753</td>
<td>0.018</td>
<td>0.709</td>
</tr>
<tr>
<td>FAL (15)</td>
<td>0.739</td>
<td>0.015</td>
<td>0.674</td>
</tr>
</tbody>
</table>
5. CONCLUSION

In this paper, we have introduced the concept of federated learning and how it can be a middle ground solution for medical institutes that want to integrate deep learning into their everyday clinical task without jeopardizing patient data privacy. The result from our experiment shows that the federated learning method provides a better classification of pneumonia images than a fragmented learning system. However, centralized learning systems still provide more accurate classification than federated learning. We also observed that for FAL, its classification performance decreases as the number of participant increase.
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