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Abstract— Hedging against potential market risk and maximizing profit from stock trading are some of 
the driving forces for the development of financial decision support system. Although presently many 
types of financial decision support available, there are still a lot of room for improvement. Hence, there is 
a significant importance to identify and develop a reliable financial decision support system with careful 
analysis on any critical issues. Accuracy has been the main goal of such decision support system, but it has 
been hampered by the biggest issue which is the uncertainty of the data. Fuzzy Neural Network (FNN) is a 
hybrid technique that combines fuzzy logic and neural network. FNN exploits the autonomy power of 
neural network, and therefore frees itself from the time-consuming process of knowledge base building. 
Despite all its advantages, FNN suffers from uncertainty when dealing with complex and highly uncertain 
event. The primary aim of this research work is to develop a financial decision support system based on in 
type-2 fuzzy set. This is based on the knowledge that Gaussian used in type-2 fuzzy set is a good 
alternative in reducing uncertainty of input data.  The final application is an integrated FNN system, 
which has achieved the objective of reducing the uncertainty of stock market model. Extensive 
experimental results are presented for performance evaluation. Financial analysis foundations are also 
discussed in order to give a clearer prelude of the non-mathematical factor of this decision support 
system.   
Keywords – Fuzzy Neural Network, Mendel Type-2 Fuzzy Set Theory, Decision Support Systems 

I. INTRODUCTION 

Fuzzy set theory was introduced to deal with problems 
involving knowledge where uncertainty exists. Classically, a 
set is defined by its members. An object may be either 
asserted or denied which is the characteristic of traditional 
(crisp) set. The connected logical proposition may also be 
true or false. This concept of crisp set may be extended to 
fuzzy set with the introduction of the idea of partial truth. 
Any object may be a member of a set 'to some degree'; 
and a logical proposition may hold true 'to some degree' 
between [0,1]. Fuzzy set theory offers a precise 
mathematical form to describe such fuzzy terms in the 
form of fuzzy sets of a linguistic variable.  

Fuzzy set of type-2 is a fuzzy set where the membership 
grades themselves are fuzzy sets. Fuzzy set of type-2 
allows for the idea that the members of a fuzzy set may 
not have a crisp value in the membership function but the 
degree of membership for the member is a fuzzy set. 
These seem to present an interesting approach to the 
problem of having to attach numeric grades to members 
of fuzzy sets and merit more detailed consideration than 
they have already been given.  

An Artificial Neural Network (ANN) is an information 
processing paradigm that is inspired by the way biological 
nervous systems, such as the brain, process information. 
The key element of this paradigm is the novel structure of 
the information processing system. It is composed of a 
large number of highly interconnected processing 
elements (neurons) working in unison to solve specific 
problems. ANN, like people, learns by example. An ANN is 
configured for a specific application, such as pattern 
recognition or data classification, through a learning 

process. Learning in biological systems involves 
adjustments to the synaptic connections that exist 
between the neurons. This is true for ANN as well. 

Neural networks, with their remarkable ability to derive 
meaning from complicated or imprecise data, can be used 
to extract patterns and detect trends that are too complex 
to be noticed by either humans or other computer 
techniques. A trained neural network can be thought of as 
an "expert" in the category of information it has been 
given to analyze. This expert can then be used to provide 
projections given new situations of interest and answer 
"what if" questions. 

Accurate predictions of stock market indexes are 
important for many reasons.  Among these are the need 
for the investors to hedge against potential market risks 
and the opportunities for market traders and arbitrageurs 
to derive profit by trading indexes. Clearly being able to 
accurately forecast stock market index has profound 
implications and significance to both researchers and 
practitioners. 

II. LITERATURE REVIEW 

Research in the area of neural network technique has 
shown that neural network possess the properties 
required for relevant applications, such as non-linear and 
smooth interpolation, ability to learn non-linear mappings, 
and self-adaptation for different statistical distribution (Ng, 
Wahab & Shi, 2003). 

However, neural network cannot be used to explain the 
causal relationship between input and output variables. 
This is because of the essentially black box like nature of 
the many existing neural network algorithms. A neural 
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network cannot be initialized with prior knowledge and 
usually must learn from scratch. The learning process itself 
can take very long with no guarantee of success. 

On the other hand, the fuzzy expert system approach 
has been applied to different forecasting problems, 
whereby the operator’s expert knowledge is used for 
prediction (Bolloju, 1996; Kaneko, 1996; Shaout & Al-
Shammari, 1998).  Although the fuzzy-logic based 
forecasting shows promising results, the process to 
construct a fuzzy logic system is subjective and depends on 
somewhat heuristic processes. The choices of membership 
functions and rule base have to be developed heuristically 
for each scenario. The rules fixed in this way may not 
always yield the best forecast, and the choice of 
membership functions still depend on trial and error. 

With all these advantages and disadvantages of neural 
network and fuzzy logic, a neuro-fuzzy framework has 
emerged by combining the learning ability of the neural 
network and the functionality of the fuzzy system (Tan, 
Quek & Ng, 2007; Tan, Quek & Ng, 2005; Sharaf & Lie, 1995; 
Studer & Masulli, 1997; Padmakumari, Mohandas & 
Thiruvengadam, 1999). 

Some researchers have made the interesting claim that 
the stock market is not an ordered system that can be 
explained by simple rules, nor it is a totally random system 
which no predictions are possible. In fact, they claim that 
the market is a complex system, in which only portions of 
the system’s behavior could be explained and predicted by 
a set of complex relationship among the variables. 

Recognizing the complex characteristics of the stock 
market leads to the question if the predictability of various 
indexes could be improved by using models with 
endogenous learning capabilities in a fuzzy real world 
environment. The answer turns out to be ‘yes’, and the 
specific modeling approach used in this application 
demonstrates the advantages of neuro-fuzzy technique. 

According to Tan (2015), Fuzzy Neural Network (FNN) is 
a hybrid technique that combines fuzzy logic and neural 
network. FNN exploits the autonomy power of neural 

network, and therefore frees itself from the time-
consuming process of knowledge base building. Despite all 
its advantages, FNN suffers from uncertainty when dealing 
with complex and highly uncertain event. Thus, it is 
proposed to implement Mendel Type-II fuzzy logic as the 
base of the fuzzy neural system. 

The resulting FNN based on Type-II fuzzy logic is able to 
handle uncertainties. Type-II fuzzy logic provides an extra 
mathematical dimension, thereby enabling the 
uncertainties to be represented. It is believed that 
implementation of Type-II fuzzy set is a promising and 
competent candidate in realizing a better financial decision 
support system. 

III. DEVELOPMENT OF THE FINANCIAL DECISION SUPPORT SYSTEM 

A.  Fuzzy logic system 

A type-2 Fuzzy Logic System (FLS) as shown in Fig. 1 is 
constructed by the same structure of type-1 IF-THEN rules, 
which is still dependent on the knowledge of experts. 
Expert knowledge, however, is always represented by 
linguistic terms and implied uncertainty, which leads to the 
rules of type-2 FLSs having uncertain antecedent part 
and/or consequent part, then translate into uncertain 
antecedent or consequent membership functions. The 
structure of rules in the type-2 FLS and its inference engine 
is similar to those in type-1 FLS. The inference engine 
combines rules and provides a mapping from input type-2 
fuzzy sets to output type-2 fuzzy sets. To achieve this 
process, union and intersection of type-2 sets are needed, 
as well as compositions of type-2 relations.   

The output of the type-2 inference engine is a type-2 set. 
Using Zadeh’s extension principle (Zadeh, 1975), type-1 
defuzzification can derive a crisp output from type-1 fuzzy 
set. Similarly, for higher type set such as type-2 fuzzy set, 
there is a process to derive the type-2 sets to a type-1 set. 
This process is called “type reduction” which will be 
detailed in a later section. 

 

 

Fig. 1 Type-2 fuzzy logic system

B.  Inference process for general type-2 fuzzy logic system 

A structure of a single type-2 fuzzy rule is: 

1 2: ... nR F F F G                                                   (1) 

where R is the rule, 
iF  is the respective antecedents and 

G is the consequent. The type-2 fuzzy rule can be 
expressed by membership function as  

Fuzzifier 

Inference Engine 
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where   denotes the meet operation.  Type-2 union 
and intersection operations with its related join and meet 
operations are briefly explained as follows. Let two type-2 
fuzzy sets be: 
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where u and w are just dummy variables used to 
differentiate between the different secondary 
membership (i.e. through membership functions 

xf  and 

xg ) of x in A and B, respectively. 

The union of secondary membership function of the two 
fuzzy sets is 
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where   means maximum and   means minimum or 
product. The intersection of secondary membership 
function is 
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where  (or  ) means minimum or product. 

C. Type reduction of general type-2 fuzzy logic system  

The defuzzifier of type-1 FLS combines all fired output 
sets to obtain a crisp output set. For type-1 defuzzification, 
all the antecedent and consequent sets are type-1 set. 
However, for type-2 defuzzification, some or all of the 
antecedent and consequent sets are type-2 sets. Similar to 
the defuzzifier of type-1 FLS, type-2 FLS combines all type-2 
rule output sets and then followed by type reduction to 
compute output set centroid.   

The centroid of a type-1 fuzzy set A can be computed as 
follows: 
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Similarly, for type-2 fuzzy set A, its domain is discretized 
into points with N equal intervals:  
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Then the centroid of type-2 fuzzy set A can be computed 
as follows: 
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Many applications of FLS to forecasting do not account 
for noise in training data. In forecasting, since antecedents 
and consequents are the same variable, the uncertainty 
during training exists on both the antecedents and 
consequents.  If information about the level of uncertainty 
is available, it can be used to model antecedents and 
consequents as type-2 sets (Karnik, Liang & Mendel, 2001).  

A fuzzy relation of higher type (e.g., type-2) has been 
regarded as one way to increase the fuzziness of a relation 
and, according to Hisdal (1981): “Increased fuzziness in a 
description means increased ability to handle inexact 
information in a logically correct manner.”  

D.  Takagi-Sugeno fuzzy logic system 

Takagi-Sugeno fuzzy architecture performs an 
identification starting from a set of N input-output samples. 
The Takagi-Sugeno fuzzy model (also known as the TSK 
fuzzy model) was proposed by Takagi, Sugeno and Kang 
(Sugeno & Kang, 1988; Takagi & Sugeno, 1985) in an effort 
to develop a systematic approach to generating fuzzy rules 
from a given input-output data set. A TSK fuzzy inference 
system is a set of rules. The first part (antecedent) of each 
rule is defined as a fuzzy and the second part (consequent) 
is a crisp function. 

The characteristic of TSK where the output of its logic 
system is a crisp value is in accordance with the purpose of 
this decision support system that attempts to predict the 
actual value of the stock trading data. Based on the 
extension principle by Mendel there is no type-reduction 
needed for a type-2 TSK FLS, just as there is no 
defuzzification needed for a type-1 TSK FLS. 

The TSK inference system uses the weighted mean 
criterion to combine all the local presentations as a global 
approximator: 

i i

i

y
y
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E.  Fuzzy clustering 

Clustering involves the task of dividing data points into 
homogeneous clusters so that items in the same class are 
as similar as possible.  Clustering can also be thought of as 
a form of data compression, where a large number of 
samples are converted into a small number of 
representative prototypes or clusters. Depending on the 
data and the application, different types of similarity 
measures may be used to identify classes, where the 
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similarity measure controls how the clusters are formed. 
Some examples of values that can be used as similarity 
measures include distance, connectivity, and intensity. 

In non-fuzzy or hard clustering, data is divided into crisp 
clusters, where similar data objects are assigned to the 
same cluster whereas dissimilar data objects should belong 
to different clusters. In fuzzy clustering, there is very often 
no sharp boundary between clusters so that the data 
points can belong to more than one cluster, and associated 
with each of the points are membership grades, which 
indicate the degree to which the data points belong to the 
different clusters (Hoppner, 2015). 

Fuzzy clustering or cluster analysis divides data into 
groups (clusters) in order to improve understanding or to 
find structure in data. The most prominent fuzzy clustering 
algorithm is the fuzzy c-means (FCM), a fuzzification of K-
Means. 

The FCM algorithm is one of the most widely used fuzzy 
clustering algorithms. This technique was originally 
introduced by Bezdek (1981). Its advantages include a 
straightforward implementation, fairly robust behavior, 
applicability to multi-channel data, and the ability to model 
uncertainty of the data although it is quite sensitive to 
noise (Pham, 2001). The FCM algorithm attempts to 

partition a finite collection of elements  1 2, ,..., Nx x xx  

into a collection of c fuzzy clusters with respect to some 
given criterion. 

Given a finite set of data, the algorithm returns a list of c 
cluster centers V, such that 

  ,    1,  2,  . . . ,iV V i c                                             (11) 

and a partition matrix U such that 

, 1,.., , 1,..,ijU U i c j N                                                (12) 

where 
ij

U  is a numerical value in [0, 1] that tells the degree 

to which the element 
j

x  belongs to the ith cluster. 

FCM is a more appropriate clustering technique for this 
work. Basic TSK architecture uses FCM as the clustering 
method, where it is designed to handle mostly a ‘single 
input single output’ function, whereas for stock data the 
input can be of multiple variables. 

F. Structural parameters 

A basic analysis of stock market excess return data 
shows both linear and non-linear dependence present and 
can be explained by simply allowing the mean and variance 
of Gaussian noise to be modulated.  

The stock market is not random, it’s not Gaussian. As 
anyone who has repeatedly put money at risk in a market 
over a long period of time knows, market behavior does 
not reflect the well behaved Gaussian models proposed by 
economists in the 1970s and 1980s. There are far more 
market bubbles and market crashes than these models 
suggest. 

The change in market prices does not follow a Gaussian 
distribution in a reliable fashion. Like income distribution, 
market statistics frequently follow a power law. When a 
graph is made of market returns (e.g., profit and loss) the 

curve will not fall toward zero as sharply as a Gaussian 
curve (Fama, 1963).  

One example of a power law curve with "fat tails" is the 
Cauchy Gaussian distribution, which is shown in Fig. 2 
(Johnson, Kotz & Balakrishnan, 1994). In the case of the 
normal curve, the tails are close to zero at -3.5 and 3.5. In 
the case of the Cauchy Gaussian distribution the curve is 
still not close to zero at -5 and 5.  

For all the above facts, it shows that type-2 Gaussian 
fuzzy membership function would be one of the suitable 
candidates for the shape of the antecedents in analyzing 
the stock market. 

When the secondary membership function of a type-2 
fuzzy set is type-1 Gaussian membership function, the type-
2 fuzzy set is called Gaussian type-2 set (Karnik, Liang & 
Mendel, 2001). Consider a primary membership function 

1

~
xA

u  and a secondary membership function 
2

~
xA

u , then they 

type-2 fuzzy set membership function can be expressed as, 

     
2~1~21~
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, xxxx
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                                           (13) 

where both the membership functions are Gaussian.  
As for the parametric form of the consequent model, it 

can be constant, 

ii py                                                       (14) 

or it can be linear, 

ioj

n

j

iji pxpy 
1

                                             (15) 

where 
i

p  contains the parameters of the consequent 

model of the rules.  

G. Proposed system architecture 

The proposed system architecture is shown in Fig. 3. Its 
detailed function of each layer is as follows: 

 Layer-1 (input layer): No computation is done. Each node 
in this layer corresponds to one input variable. 

Layer-2 (fuzzification layer): Each node corresponds to one 
fuzzy set. The output link represents the 
  

 

Fig. 2 Cauchy Gaussian distributions 

 membership value, which specifies the degree of the 
fuzziness of an input relative to a fuzzy set.  

 Layer-3 (rule antecedent layer): Each node represents 
the antecedent part of a rule. The output of this layer 
represents the firing strength of the corresponding 
fuzzy rule. 



International Journal on Perceptive and Cognitive Computing (IJPCC) Vol 1, Issue 1 (2015) 

5 
 

 Layer-4 (rule strength normalization): Each node 
calculates the ratio of the ith rule’s firing strength to the 
sum of all rules fires strength. 

 Layer-5 (rule consequent layer): Every node corresponds 
to a node function.  

 Layer-6 (rule inference layer): The single node computes 
the overall output as the summation of all incoming 
signals. 

 

Fig. 3 TSK neuro fuzzy system 

H. Performance evaluation 

The performance measures used for benchmarking are 
Mean squared error (MSE), root mean-square error (RMSE) 

and coefficient of determination 2R . MSE and RMSE 

provide a good measure of accuracy. 2R accounts for the 
proportion of variability in a dataset of the forecasting 
system. In other words, it is a statistic that gives some 
information about the goodness of fit of a model. It is a 
measure of the linearity of the predicted and actual values. 
A correlation of +1 indicates a perfect positive correlation, 
which means that both the predicted and actual values 
move in the same direction together.  Other than the 
above two measures, the number of rules generated by 
each model during the prediction process is used as an 
interpretability measure. 

1)  Mackey-Glass chaotic time series 

Time series prediction is an important component in a 
diverse field of applications ranging from business 
planning to signal processing. The chaotic Mackey-Glass 
time series (Mackey, & Glass, 1977) is a commonly used as 
benchmarking in machine learning. The time series is 
generated using the following formula: 

0.2
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                                                    (16) 

where tx  is the value at time t and   is a defined constant. 

The problem can be formulated as given values 

 1 2, ,...,t m t m tx x x     to determine 
t nx 

 where m and n are 

fixed positive integers. 
In this performance evaluation, three different time 

series are generated using n=1, 2 and 4, with the following 
parameters m=6 and 17   . Each series consists of 1000 

ordered pairs of data values  ,p px y , where input data 

values are  5 4, ,...,p t t tx x x x   and the target value is 

p t ny x   for the p-th instance of data value.  The 1000 data 

input-output pairs are partitioned into two sets: one set 
consisting of the first 700 data instances is used for 
training and one set containing the subsequent 300 data 
instances is used for testing. Thus the forecasted outputs 
for the testing dataset would be used for benchmarking 
the various models. 

The proposed system in this paper, referred to as T2FS, 
is benchmarked against Mamdani type rough set neuro-
fuzzy System (RNFS) (Ang, 2009), Mamdani type evolving 
fuzzy neural network (EFuNN) (Kasabov & Song, 2002), 
TSK type adaptive neurofuzzy inference system (ANFIS) 
(Jang, 1993) and dynamic evolving neuro-fuzzy inference 
system (DENFIS) (Kasabov & Song, 2002). Results are 
shown in Tables 1 and 2. 
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2)  Discussion 

Thus looking over the entire prediction process of T2FS, 
all the three chaotic series consist of 6 inputs and 1 output. 
For all the three series, 6 fuzzy clusters are identified for all 
the input variables by the self-organizing clustering 
technique of T2FS.  

TABLE 1 
RESULTS OF MACKEY GLASS TIME SERIES. 
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However, for the output variable, 6 clusters are 

identified for 1-step series while 7 clusters for 2-step and 4-
step series. Due to the approach adopted by the clustering 
method, the clusters identified are highly ordered and 
allow for meaningful label to be assigned to the clusters.  

Analyzing the results among the Mamdani systems, 
based on R2, T2FS outperformed all models for 1-step. 
EFuNN had the best results for the other two series, while 
T2FS came in a close second. Similar results can be 
observed when judging in terms of the RMSE measure (see 
Table 1). Across all 3 experiments, T2FS has an average of 
29% less error than RNFS. 

However, in terms of the number of rules generated and 
therefore interpretability, T2FS clearly outperforms the 
remaining models considering its high accuracy and yet 
fewer rules being generated. This result indicates the 
excellent use of Gaussian type-2 fuzzy set. T2FS generates 
85 rules on an average as opposed to an average of 172 by 
EFuNN.  Although, RNFS generates fewer rules than T2FS, 
results of T2FS exhibit higher accuracy.  

On comparing T2FS with TSK models ANFIS and DENFIS, 
it is observed that the latter two outperforms T2FS (see 
Table 2). This can be attributed to the TSK nature of the 
ANFIS and DENFIS, which focuses on greater accuracy than 
Mamdani models. However, it is also worthwhile noting 
that due to the TSK nature of ANFIS and DENFIS, they are 
inherently less interpretable systems than T2FS.  

The performance of T2FS is still comparable and 
accurate enough to be considered as one of the likely 
systems to model the Mackey-Glass dataset. Overall 
among Mamdani systems, T2FS came in either first or a 
close second in terms of the accuracy. However, along 
with such high accuracy, T2FS outperforms other models in 

terms of interpretability with the least number of rules 
generated (excluding RNFS) as well as, identifying ordered 
semantic clusters from the raw data fed into the system. 

TABLE 2 
RESULTS OF MACKEY GLASS TIME SERIES AGAINST TSK SYSTEMS 
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All Mamdani systems performs poorer than ANFIS and 

DENFIS, however TSK systems do not have semantic if-
then fuzzy rules and are intrinsically less interpretable than 
Mamdani systems. 

Fig. 4 shows the plot of the T2FS predicted values and 
the actual target values under the Mackey-Glass series 
testing dataset. It can be seen that the predicted values 
exhibit a very high correlation R2 with the actual values. 
The increase in error as step size increases is due to more 
uncertainties in the data set. 

IV. EXPERIMENTAL RESULTS 

The major issue of the decision support system is the 
type of information, which should be included as the input 
data. Conventionally there are 2 methods used in 
implementing the input data for stock prediction purposes: 

1. Use the closing price of previous n days, to predict 
the closing price of today transaction. This option 
would enable the input of several days of closing 
price information in the system (Lendasse, de Bodt, 
Wertz & Verleysen, 2000). This method also called the 
time series analysis. 

2. Use the main information of stock trading which 
consist of opening price, highest price of the day, 
lowest price of the day and volume of trade. All the 
data were taken from previous trading day in order to 
predict the closing price of today transaction. This 
approach has the advantage in predicting the short 
term trends such as “profit taking” (Ritter, 2003). 

In order to be able to provide a more prudent input data, 
the input should not consist of only the closing price data. 
However it is known that the time-series approach is a 
good way in providing a pathway for pattern recognition 
based on the financial market general fact where decision 
making is influenced by previous trading situation. 
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Fig. 4 (a): Predicted vs. actual values of T2FS: Mackey-Glass 1-step 
series. 

Fig. 5(a) shows the setup of time series analysis data. 
The first 4 columns relate to the stock’s closing price of 
previous 4 days. The last column refers to the closing price 
of the current day of trade. 

Fig. 5(b) shows the setup of stock characteristic 
analysis. The first 4 columns relates to opening price, 
lowest price, highest price, and volume of the trade. 
Usually this information was taken from the previous 
trading day and the last column refers to the closing price 
of the current day of trade. 

 

 

Fig. 4 (b): Predicted vs. actual values of T2FS: Mackey-Glass 2-step 
series. 

 
Fig. 4 (c): Predicted vs. actual values of T2FS. Mackey-Glass 4-step 
series. 

 

Fig. 5 (a): Input data. Time series data. 

The mean square error of the predicted output was used 
as a parameter to grade the performance of each selected 
technique. Table 3 shows the comparison of the result 
obtained from both methods.  

The main reason why stock characteristic performs 
badly is that the system does not have adequate 
information to recognize the pattern of the stock’s price 
movement. In other words, for input to a fuzzy neural 
network, sufficient information must be provided in order 
for the system to be able to create a model to predict the 
pattern. 

  

Fig. 5 (b): Input data. Stock characteristic data. 

TABLE 3 
COMPARISON RESULT OF MEAN SQUARE ERROR. 

Month Time-Series Stock Characteristic 

January 0.2164 3.8759 

February 0.1872 1.6489 

March 0.1615 0.1536 

 
From the results, it does not mean that stock 

characteristic cannot work in fuzzy logic system. With 
small changes, it is still a powerful method that worth 
considering. For example, both methods were 
collaborated by using the closing price of 3 previous days 
and the volume of previous day trading. Trade volume was 
chosen as the incorporated data because it has always 
been seen as one of the major indicator in determining the 
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trend of stock’s movement. Fig. 6 shows the setup of the 
data. 

 

Fig. 6 Combined method data. 

This kind of arrangement is just one of many possible 
arrangements between stock characteristic and time-series 
analysis method. Major disadvantage of this combined 
method is that the computational could be very expensive 
if best result is desired.  

TABLE 4 
COMPARISON RESULT OF MEAN SQUARE ERROR. 

Month Time-Series Combined Method 

January 0.2164 0.1859 

February 0.1872 0.1441 

March 0.1615 0.1582 

 
For example, incorporating 4 days of complete 

characteristic data would means 16 variables of input. The 
model of this combined method was then used to predict 
the same data used previously in time-series and stock 
characteristic analysis. Table 4 shows the result of the 
prediction. 

Hence it is proposed that the input for this decision 
support system should compromise both methods. It 
should also be arranged that for each vector, consists of 
more than 1 day of trading data as well as other selection 
of variables (in this case volume is taken as the extra 
measure). As for the volume, general practice only 
considered the last day of the trading since most trends 
that affected volume will be reflected on the last day of 
trading. This is based on the consideration that for each 
input vector, the time-series structure is short (2-5 trading 
days). 

A.  Microsoft Stock 

For this decision support system, the historical stock 
information of Microsoft Corporation was chosen as the 
input data. The main reason for this decision was due to 
the high volume of trading and significance of price 
fluctuation. This condition would help in testing whether 
the system able to predict the trend of the stock’s price 
movement. 
 
 
 

B. Model selection: number of rules 

Consider a training data with 3 linguistic variables and 1 
output. There can be many possibilities of rules in term of 
linguistic approach shown in Table 5. 

 
TABLE 5 

FUZZY RULES. 

LINGUSTIC 
 VARIABLE 1  

LINGUSTIC  
VARIABLE 2  

LINGUSTIC  
VARIABLE 3  

OUTPUT 

⌐high high medium low 
Low ⌐low low low 
- low low medium 
- medium medium medium 
low - high medium 
⌐high low medium medium 
⌐low medium low medium 
medium ⌐low high medium 
High high ⌐high medium 
high low medium high 
high medium high high 
⌐low low high high 

 
The main purpose is to check the optimal number of 

rules to maximize the performance of the fuzzy neural 
system. In fuzzy neural, the number of rules is actually the 
number of fuzzy clusters of the input data. This number 
will be used to perform the fuzzy clustering for the 
creation of the fuzzy model.  

For actual data selection, the time-series was based on 6 
days of stock’s information with last day volume 
characteristic data. It resulted in 7 variables of input data 
and 1 variable of output data. The whole data consist of 
504 of trading days. Fig. 7 shows the data selection. 

Due to the nature of neural network, the training with 
so many input data took a significant amount of time 
(Lippmann, 1987). Fig. 8 shows the number of rules needed.  

 

 

Fig. 7 Input Data Selection.  

C. Model Training 

After the number of rules is chosen, the next step is to 
train the input data based on the desired initialization 
settings. In model training, the system clustered the input 
data based on number of rules specified and then trained 
the data to obtain the basic model for data prediction 
purposes. The model was described by 3 basic types of 
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information produced at the output, which are centers, 
bases, and parameters value. The centers and bases 
describe the membership function of the antecedents or 
the points of each Centroid for each clusters of the input 
data, whereas parameters describe the consequent model. 
Using this model, the system would be able to make a 
prediction if it was given a set of testing data. 

 

Fig. 8 Number of rules vs error value. 

A. Model Prediction 

The main input into this model is the test data. Test data 
only compiled of input data without any output 
information.  The testing data was set on 1-year data of 
2004. The testing data was setup in the same order as the 
input data, which contain 7 variables of input. 

After the system finished calculating the test data, it 
generated a set of output data, which was the prediction 
of the stock’s closing price. The final result of the entire 
system was the comparison chart between the outputs of 
test data against the actual stock’s closing price data with 
the value of mean square error of 1.508. 

DISCUSSION 

Overall, the model was able to predict the movement of 
the price, even though there is some minor miscalculation. 
Fig. 9 shows the final output of the prediction with 3 
highlighted area which shows significant miscalculation of 
the prediction process.  

 

 

Fig. 9 Predicted output vs actual closing price. 

 This may occur due to the high dimension of uncertainty 
of the real world situation during the period that could not 
be eliminated by the fuzzy neural system. 

CONCLUSION 

The needs of accurate financial decision support system 
come from the strong demand of the financial society in 
overcoming potential market risks and the beneficial 
return in trading by indexes. Although the implementation 

of financial decision support system in trading industry has 
been significant, but there is no assurance of its stability in 
handling uncertainty in the market. For this work, Gaussian 
type-2 fuzzy set was identified as an efficient method in 
tackling uncertainty issue. It has also been discussed and 
identified the major importance of integrating the fuzzy 
system with neural network architecture. Other important 
issues that relate directly to the system’s performance 
have also been brought up mainly on fuzzy clustering 
technique and structural parameters. Several experiments 
were conducted in order to clarify the issues by comparing 
the results with other existing models. Note that, the 
proposed architecture may not be the best technique to 
approach the financial decision support problem, but what 
this system wants to show is the possible steps and ways 
to deal with that particular issue: uncertainty issue can be 
approached using type-2 fuzzy set theory; and trend of the 
market can approached by using the simpler model such as  
neural network.  
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