Suicide Risk Prediction Using Artificial Intelligence
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Abstract—Over the past decade, social media has been attracting a growing number of people to the online space. Due to the increase in internet usage, a huge number of text data has been produced. Such data can reflect users’ mental health status, but it is still challenging to predict suicide risk from data, due to the high complexity of texts. This research aims to predict the suicide risk from Reddit posts using artificial intelligence (AI). The data were collected from the Kaggle dataset, which included postings of suicide subreddits. The data were pre-processed through natural language processing techniques. Logistic regression, naive Bayes, and random forest models were then used for classifying the Reddit users, i.e., to predict if they are in a suicidal or non-suicidal mental state. These models were compared to identify an AI approach that provides the best performance among the three models. Then, the logistic regression model with doc2vec showed the highest precision of 0.92, recall 0.92, and F1 score of 0.92.
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I. INTRODUCTION

The sad reality is that a lot of individuals in contemporary society are so stressed or hurt that they think of taking their own life. According to the reports, 703 000 individuals attempted suicide annually [1]. Even more alarming are the findings of a recent study conducted on 32 children’s hospitals in the United States [2]. The study revealed a steady rise in the incidence of serious self-harm and suicide among children and adolescents between 2008 and 2015. Among teenagers, there is a noticeable tendency to discuss suicide pacts, seek methodological guidance, and post suicidal thoughts in online groups on social media [3].

The Reddit is a social media platform where users can post content, ask questions, and receive answers [4]. With more than 330 million active users worldwide, Reddit is expanding at twice the rate of Twitter. Subreddits are groups on Reddit where content is categorised. One subreddit, called ‘SuicideWatch’, was founded in 2008 with approximately 214 000 users. Members can use this platform to share their suicidal thoughts or leave encouraging remarks.

Since social media data as in Reddit can reflect users’ mental health, many studies have attempted to detect suicide risk from the postings using artificial intelligence (AI) [4-6]. For example, a study analysed the data posted on ‘SuicideWatch’ to identify patterns in individuals, ranging from the stage of suicidal thoughts to the stage of suicide attempts, using a deep learning approach [4]. However, it is still challenging to perform suicide risk prediction due to the high complexity of text data.

The objectives of this research are to construct the models that can classify social media users as suicidal or non-suicidal through training, to evaluate the performance of the models through testing, and to suggest an AI algorithm that can be used for suicide risk prediction. The algorithm will consist of natural language processing (NLP), training, and classification.

This significance of this research is to provide an AI algorithm that can help the prediction of suicide risk based on Reddit. The algorithm comprises an NLP technique and a machine learning model. A good combination of an NLP technique and a machine learning model was determined through comparison of the three models: logistic regression, naive Bayes, and random forest. The doc2vec was used as NLP preprocessing for the logistic regression. For the naive Bayes model, bag-of-words (BOW) and term frequency-inverse document frequency (TF-IDF) were used as NLP preprocessing and compared. The data were collected from the two subreddits: ‘SuicideWatch’ and ‘depression’.

The rest of this paper is organised as Literature Review, Materials and Methods, Results, and Conclusions. The Literature Review will show recent research related to suicide risk prediction using AI. The Materials and Methods section consists of four parts: Data Collection, NLP Preprocessing, Classification Models, and Model Evaluation. The Results section displays the performance of each model, and this research will be summarised in Conclusions.

II. LITERATURE REVIEW

A methodology for building a suicidal ideation detection was proposed based on social media using deep learning...
and machine learning models [5]. They used a model consisting of convolutional neural network (CNN) and bidirectional long short-term memory (LSTM), in addition to the XGBoost model, to classify social posts as suicidal or non-suicidal. The data were collected from the subreddit ‘SuicideWatch’, and TF-IDF and word2vec were used for text representation. The accuracy, precision, recall, and $F_1$ score of the CNN-bidirectional LSTM model were $0.95$, $0.943$, $0.949$, and $0.95$, respectively. This model outperformed the XGBoost model whose accuracy was $0.915$. The study suggests that the proposed method may help identify individuals who require medical treatment [5].

Another research extracted several informative sets of features, to detect suicidal ideation [6]. The suicidal ideation texts were collected from a subreddit ‘SuicideWatch’. On the other hand, the texts without suicidal content were collected from other popular subreddits. The study compared six classifiers: support vector machine (SVM), random forest, gradient boost classification tree, XGBoost, multilayer feed forward neural network, and LSTM. Among the six models, the XGBoost using TF-IDF showed the best performance; the accuracy, precision, recall, and $F_1$ score were $0.9571$, $0.9499$, $0.9668$, and $0.9583$, respectively [6].

Twitter was also used for detecting suicide risk [7, 13]. A study collected 14701 suicide-related tweets and compared the two machine learning models: SVM and logistic regression [7]. The results showed that the SVM with TF-IDF and without word removal can be the best performing algorithm. The study suggests that it is possible to distinguish the level of suicidality using machine learning [7]. Another study generated an algorithm for predicting future risk to suicidal ideation [13]. The study constructed neural networks to infer psychological weights. The area under the curve (AUC) of this model was $0.68$, and this value was significantly higher than $0.63$ that was the AUC of SVMs. The study further used random forest models to predict suicidal ideation, achieving an AUC of $0.88$ [13].

A review has been done through 296 studies mainly based on the following countries: USA (47%), Korea (24%), and Canada (18%), regarding AI and suicide prevention [11]. Among the 296 studies, the PRISMA criteria identified 17 studies that were published between the years of 2014 and 2020. Four prospective designs and thirteen retrospective designs were presented in the research using the sample sizes ranging from 182 to almost 19 million. The AI models that were used in these studies are SVM (12%), gradient-boosting algorithms (18%), random forest (35%), logistic regression (53%), and LASSO (12%) [11]. The AUC was ranging between $0.604$ to $0.947$ in predicting suicide risk. The paper highlighted the potential applications of AI in assessing suicide risk.

A recent study demonstrated the effectiveness of explainable AI for suicide risk prediction [12]. A dataset was selected according to the three criteria and collected [12]. They used random forest, decision tree, logistic regression, SVM, perceptron, and XGBoost. The random forest shows the best performance among the six models; AUC was more than $0.97$.

Overall, the choice of a classification model that enables suicide risk prediction can depend on dataset analysed. In this research, we focused on the data posted on Reddit, especially on the two subreddits: ‘SuicideWatch’ and ‘depression’. As shown below, we compared the three models: logistic regression, naïve Bayes, and random forest.

III. MATERIALS AND METHODS

Figure 1 presents the flow of this research. Data Collection, NLP Preprocessing, Classification Models, and Model Evaluation are presented in turn. All the analyses were conducted using Python code.

![Methodology Flowchart](https://doi.org/10.31436/ijpcc.v10i2.468)

**A. Data Collection**

A dataset of suicide detection datasets was collected from the Kaggle dataset [14], which contains posts of the two Reddit platforms: ‘SuicideWatch’ and ‘depression’ subreddits. Postings on ‘SuicideWatch’ from December 16, 2008, to January 2, 2021, were all gathered; while postings on ‘depression’ were gathered between January 1, 2009, and January 2, 2021 [14]. We used 116037 posts from each category (suicidal, non-suicidal).

Figures 2 and 3 highlight words that occur most frequently in texts. A word’s frequency in the text increases
with its size in the visual. The dataset contains same number of suicidal and non-suicidal posts (Fig. 4).

B. NLP Preprocessing

Figure 5 shows data preprocessing. After reading the data, the texts were converted to lowercase. Then, the contractions were removed and converted into tokens. We built a dictionary and prepared the data for vocabulary. These data were labelled for the prerequisite of doc2vec model.

1) Doc2vec: The doc2vec was used to generate vectors for documents, as preprocessing for the logistic regression model. The documents were converted to a vector as the following algorithm:

\[ Post_i = TaggedDocument(words = [word_1, word_2, ..., word_n]) \]  
\[ Tags = [PostID_i] \]  
\[ Models_{Doc2Vec} = Doc2Vec(Documents = [Post_1, Post_2, ..., Post_m]) \]

2) BOW (Bag-of-Words): BOW was created as preprocessing for the naive Bayes model. The BOW is a vector of zeros and ones such as

\[ BOW_{Post_i} = [0, 1, 0, 1, ..., 0] \]

3) TF-IDF (Term Frequency–Inverse Document Frequency): The TF-IDF was computed as preprocessing for the naive Bayes model.

\[ TFIDF_{Post_i} = TF_{Post_i} \times IDF_{term} \]

C. Classification Models

The three models: logistic regression, naïve Bayes, and random forest models were used for the classification, and were compared based on the classification performance of each model.
1) Logistic Regression: The logistic regression model was used to classify the data after doc2Vec. This can be represented as

\[ \text{Probability of Suicide} = \text{sigmoid}(W \cdot \text{Doc2Vec} + b) \]  

(6)

2) Naive Bayes: The naive Bayes model was applied to the BOW. 

\[ \text{Probability of Suicide} = \frac{P(\text{BOW}|\text{Suicide}) \times P(\text{Suicide})}{P(\text{BOW})} \]  

(7)

3) Random Forest: For the random forest model, none of doc2vec, BOW, and TF-IDF were applied.

D. Model Evaluation

Seventy percent of the dataset was used for training, and the rest was for testing. The confusion matrix was then computed to evaluate the above models. The accuracy, precision, recall, and \( F_1 \) score were calculated as follows.

\[ \text{accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]  

(8)

\[ \text{precision} = \frac{TP}{TP + FP} \]  

(9)

\[ \text{recall} = \frac{TP}{TP + FN} \]  

(10)

\[ F_1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \]  

(11)

The Cohen’s kappa was used to evaluate agreement between two evaluators [8]. The kappa was computed from the confusion matrix and used to estimate the levels of agreement, as shown in Table 1.

<table>
<thead>
<tr>
<th>Kappa values</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 0</td>
<td>Lack of agreement</td>
</tr>
<tr>
<td>0.21 - 0.40</td>
<td>Reasonable agreement</td>
</tr>
<tr>
<td>0.41 - 0.60</td>
<td>Moderate agreement</td>
</tr>
<tr>
<td>0.61 - 0.80</td>
<td>Substantial agreement</td>
</tr>
<tr>
<td>0.81 - 1</td>
<td>Near-perfect agreement</td>
</tr>
</tbody>
</table>

IV. RESULTS

Figure 6 shows the comparison of accuracy of the three models: logistic regression, naive Bayes, and random forest. For the logistic regression model, doc2vec was applied to the dataset as NLP preprocessing. For the naive Bayes model, the two NLP techniques, i.e. BOW and TF-IDF, were compared. Then, the logistic regression model with doc2vec achieved the highest accuracy of 0.93. Accuracy of the naive Bayes model with BOW and naive Bayes model with TF-IDF were 0.89 and 0.90, respectively. The accuracy of the random forest model was 0.83.

Figures 7, 8, and 9 present the receiver operating characteristic (ROC) curves of the logistic regression model, naive Bayes model with BOW, and naive Bayes model with TF-IDF, respectively. The closer the ROC curve was to the upper left, the greater the overall accuracy of the model. The AUCs of the logistic regression model, naive Bayes model with BOW, and naive Bayes model with TF-IDF were 0.97, 0.96, and 0.97, respectively. This result suggests that these three models have the potential of becoming a model that can classify the posts as suicidal or non-suicidal.

Fig. 6 Accuracy Comparison of Different Models

Fig. 7 ROC Curve for Logistic Regression model with Doc2vec
Figures 11 and 12 display the top 20 suicidal/non-suicidal words used, based on coefficients of the logistic regression model after training. The words ‘suicide’, ‘kill’, ‘me’, and end’ were used to categorise suicidal words. On the other hand, the words ‘call’, ‘them’, ‘matter’, ‘ago’, ‘believe’ were for non-suicidal words.

To check the validity of the logistic regression model, we computed Cohen’s kappa, which was 0.85. According to the Table 1, this means that there is an almost perfect agreement between the classification performed by the model and the classification related to the posts of the subreddits of the Reddit platform.
V. CONCLUSIONS

In conclusion, we compared the three models: logistic regression, naive Bayes, and random forest models, to show the possibility of suicide risk prediction from social media data. For the logistic regression model, doc2vec was used as NLP preprocessing. For the naive Bayes model, the two NLP techniques, i.e. BOW and TF-IDF, were compared. Then, the logistic regression model showed the highest precision of 0.92, recall 0.92, and $F_1$ score of 0.92. Top 20 suicidal/non-suicidal words were identified according to the coefficients of the logistic regression model (Figs. 11 and 12). The suicidal words included ‘suicide’, ‘kill’, ‘me’, and ‘end’, while ‘call’, ‘them’, ‘matter’, ‘ago’, and ‘believe’ were non-suicidal words. Moreover, the Cohens’ kappa was computed, and it was 0.85. This result shows that the model has the potential of classifying posts from people with potential suicidal tendencies.

Further research is necessary to validate the performance of the model. This study suggests that the logistic regression model with doc2vec NLP preprocessing may work for suicide risk prediction.
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