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Abstract— Medical image classification is an essential task in clinical practice and research. It enables medical 
professionals to be assisted in diagnosing medical conditions accurately and efficiently, leading to improved 
patient outcomes and survival rates. However, traditional manual interpretation methods for diagnosing 
medical images have some drawbacks. Firstly, imbalanced medical images often exhibit a significant disparity 
in the number of samples across different classes, posing challenges in training accurate and robust models 
that can effectively learn from limited data in the minority class while avoiding biases towards the majority 
class. Secondly, the limited availability of labelled data will put a further load on the healthcare system, as 
labelling medical images is a time-consuming and resource-intensive task, often requiring expert knowledge. 
This paper proposed a generative adversarial network (GAN) with the purpose of improving the limitations 
associated with the imbalanced distribution of medical images. Based on the experiments conducted, it 
shows that the proposed model exhibits a high level of accuracy for two-class labelled dataset, with a low 
performance for the skin cancer dataset due to number of the labelled dataset is more than two.  
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I. INTRODUCTION 

The aim of this paper is to propose a generative 
adversarial network (GAN) with the purpose of mitigating 
the limitations associated with the imbalanced distribution 
of medical images which will be experimented with Deep 
Convolutional Neural Network (DCNN) and Generative 
Adversarial Networks (GANs). GANs are embedded in the 
DCNN architecture for the purpose of synthesizing medical 
images to address the challenge posed by the scarcity of 
annotated data leading to the imbalanced medical images 
for training the model. Based on the experiment conducted, 
the performance of generative adversarial network (GANs) 
designed for the purpose of medical image classification will 
be evaluated. The evaluation of the model will be conducted 
using suitable evaluation metrics, such as accuracy, loss, 
precision, and recall. Based on the experiments conducted, 
it shows that the proposed model exhibits a high level of 
accuracy for two-class labelled dataset, with a low 
performance for the skin cancer dataset due to number of 
the labelled dataset is more than two. 

II. REVIEW OF PREVIOUS WORKS 

With the emergence of Convolutional Neural Network in 
the area artificial intelligence (AI), has improved the 
research in medical imaging. It enables new possibilities in 
medical imaging by utilizing deep learning techniques 
together with computer vision in giving healthcare 

practitioners reliable resources as well as assistance to make 
more informed decisions in their tasks and give patients 
better outcomes in understanding the medical issues that 
they are facing. Although there is great potential for AI 
integration in medical imaging, there are several issues that 
need to be resolved, including the issues of imbalance 
dataset. 

A. Convolutional Neural Networks 

Neural networks are a subset of machine learning, which 
consists of node layers containing an input layer, one or 
more hidden layers, and an output layer. Each node 
connects to another layers and has a specific weight and 
threshold. If the output on a node is above the threshold 
value, that node is activated and sends the data to the next 
layer of the network. Otherwise, there will be no data 
passing to the next layer of the network. Convolutional 
neural networks (CNN) are one type of neural network, 
which is currently a state-of-the-art method for image 
classification. CNN, as shown on Figure 1 relies on a large 
training dataset to train the model to achieve high 
classification performance [1].  In medical, a lot of medical 
image datasets suffer from the imbalance problem, which 
hampers the detection of outliers in the datasets as most of 
the classification methods especially neural network assume 
an equal occurrence of classes [2].  
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Figure 1.  CNN architecture diagram 

B. Generative Adversarial Networks 

GANs are a special type of neural network model where 
two networks are trained simultaneously, with one focused 
on image generator, focusing on creation of new or 
synthetic data and the other centred on discriminator that 
tries to classify examples as either real or fake [3,4,5,6] as 
depicted in Figure 2. [7] mentioned that synthetic sample 
data learned via a generative model offers greater diversity 
and enriches the dataset. The authors proved that the 
sensitivity and specificity of the synthetic data 
augmentation via a generative model are much better than 
using classic data augmentation techniques such as vertical 
flip, horizontal flip, and rotation [7]. Furthermore, [8] 
proposed a Deep Convolutional Generative Adversarial 
Networks (DCGAN) model that provides brain positron 
emission tomography (PET) images of Alzheimer’s disease in 
three stages, which are normal control (NC), mild cognitive 
impairment (MCI), and Alzheimer’s disease (AD) separately, 
which made the training process more complex. They 
suggest that the analysis of GAN architectures that generate 
multi-class samples can be the primary subject for future 
studies.  

 
Figure 2. GANs architecture 

Researchers found out that DCGANs are capable of 
performing an effective analysis of dermoscopic pictures by 
drawing on the capabilities of both deep learning and 
generative adversarial networks. This enables 
dermatologists to detect early indicators of cancer with a 
surprising level of accuracy. The exceptional diagnostic 
capabilities of DCGANs have been collectively demonstrated 
by research conducted by [9],[10],[11],[12] and [13].  

DCGAN also has shown significant benefits in skin cancer 
classification, where it is able to acquire important features 
and patterns indicative of a variety of skin lesion. This ability 
is made possible if it is train by a huge number of datasets. 
[9] and [10] demonstrated that DCGANs are capable of 
accurately classifying skin lesions, which enables them to be 
a decision-support systems for dermatologists. In addition, 
DCGANs also has the potential to assist in the reduction of 
diagnostic errors and the facilitation of early diagnosis to the 
patient suffering with skin cancer, which may ultimately lead 
to an increase in the percentage of patients who may survive 
and be cured. 

Despite the encouraging findings, there are a number of 
issues that need to be resolved before the therapeutic 
application may be used on a large scale. There is still much 
work to be done in order to guarantee the generalizability 
and robustness of DCGANs over a wide variety of 
populations, as was demonstrated in research [11], [13]. 
Experts in machine learning and medical experts must work 
together to effectively understand the data given by 
DCGAN, fine-tune the algorithms, and maximize the 
performance of the model. In addition, ethical issues 
concerning patient privacy, data protection, and informed 
consent need to be resolved in order to keep patients and 
medical professionals alike trusting and accepting of this 
technology. This can only be accomplished by addressing 
these issues. DCGANs have the potential to revolutionize the 
detection and classification of medical images and 
profoundly impact the area of medical, provided that further 
research and development are carried out on them. 

III. METHODOLOGY 

A. Design 

In this work, initially pre-processing and augmentation of 
training data is done. Following that, models are developed 
with privacy-enhancing techniques. Next, training model will 
be trained, predicted, and evaluated. 

 

https://doi.org/10.31436/ijpcc.v9i2.409


International Journal on Perceptive and Cognitive Computing (IJPCC)  Vol 9, Issue 2 (2023) 
https://doi.org/10.31436/ijpcc.v9i2.409  

 

100 
 

 
Figure 3. ML Ops Lifecycle 

Furthermore, to make sure model deployment is efficient 
and reliable, the Machine Learning Operations (ML Ops) 
lifecycle will be followed. Basically, the ML Ops lifecycle 
strings model and software development together in a 
unified machine learning life cycle. Figure 3 demonstrates 
the ML Ops life cycle. The first cycle is formulation. In this 
cycle, the problem statement, objectives, and success 
criteria for research will be defined. Next, the data collection 
and preparation will be performed. Dataset was obtained 
online from Kaggle. After that, the data was curated. The 
cleaning process of the data will happen in this cycle. After 
the data has been cleaned, it is transformed to make sure it 
suits the analytics and ML modeling. The next cycle is 
exploration, where the target value is defined for the model 
to predict. Then, the training cycle begins. Model will be 
trained and compare the model's performance and select a 
couple of the best-performing models. After the training 
phase is done, the model is evaluated. However, this is not a 
sequential cycle, which means if problem is encountered, it 
allows to return to the relevant cycle to fix it and continue 
the cycle again. Next, the development cycle progresses by 
initiating the planning of the outcome of research. Some 
requirements or problems will be obtained from users and 
collect the required data to use in development process. 
Then, code will be developed, build, and do the testing. After 
the model has passed the cycles, the release and 
deployment of the model can take place. Next, the 
operation part is performed, and lastly constantly monitor 
the health of services, errors, latencies, model predictions, 
etc. If a problem arises, it will depend on its severity and 
diagnosis. The monitoring phase is a continuous process 
that will monitor the performance and behaviour of 
deployed model. 

 Apart from that, there are several key components of ML 
Ops that help improve model performance and quality. 
Firstly, there is version control, which enables 
reproducibility and tracks changes throughout this project's 
development. Next, continuous deployment to automate 

the process of building, testing, and deploying the models. 
Apart from that, monitoring and logging are also key 
components of ML Ops which play a crucial role in tracking 
the performance and behaviour of deployed models. 
Besides, model deployment and serving, which involve 
setting up a scalable and robust serving infrastructure, and 
lastly, model monitoring and retraining help detect 
performance degradation and ensure that they stay 
accurate and up to date. 

B. Implementation 

This research experimented on dataset that was obtained 
online from Kaggle. The dataset consists of skin cancer 
images, and it contains four classes. The number of images 
used in training, testing, and validation for dataset has been 
parallelized to the 8:1:1 ratio with the imbalanced number of 
images between the classes. 

Next, models with different GANs have been 
implemented in Python using Google Colab and Jupyter 
Notebook. All these models use the same CNN architecture 
as an algorithm, such as the same input shape, optimizer, 
learning rate, and loss. In the end, these models will be 
evaluated and compared with appropriate evaluation 
metrics such as accuracy, loss, precision, and recall. This 
paper will also highlight how imbalanced images affect the 
model's performance. The overall implementation 
flowchart is shown in Figure 4. 

 
Figure 4. Overall Implementation Flowchart 

C. Testing 

Since the images used as input data and a class of deep 
neural networks, TensorFlow with GPU is used. TensorFlow 
with GPU is a package of one of the top libraries for deep 
learning, known as TensorFlow. It requires a few steps of 
system and environment setup to be able to use this 
package. First and foremost, it is essential to ensure that the 
laptop is equipped with a GPU.  

The next step will be the installation of the CUDA toolkit, 
CuDNN, and NVIDIA Driver. This includes the step of 
verifying the paths of CUDA and CuDNN in environment 
variables once the installation is complete. Finally, is to 
create a virtual environment in Anaconda complete with the 
installation of the TensorFlow package. For verification, 
TensorFlow is imported and see if the GPU works. Once 
everything is set, the development of model can proceed. 
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D. Tools and Environment Setup   

The first step is to set up the tools and environment that 
are suitable for the model's development. NVIDIA driver is 
installed, the CUDA toolkit, and CuDNN. The paths of CUDA 
and CuDNN need to be recognized by the system, so these 
paths in the environment variable are verified. Next, a new 
environment is created with Python 3.10 and TensorFlow 
2.8.4 is installed in the Anaconda prompt. TensorFlow with 
GPU is being installed successfully when a list of GPU devices 
is returned. 

E. Data Preprocessing and Preparation 

The images are split into training, validation, and testing 
phases with a ratio of 8:1:1. Next, the pixel values of the 
images are transformed to a common scale by dividing them 
by 255. Since pixels have values between 0 and 255, dividing 
them by 255 will scale the data to the range of 0 to 1 so that 
the network can learn the image patterns and features 
better without getting impacted by the wide pixel value 
ranges. 

F. Data Modelling and Training 

Deep Convolutional Generative Adversarial Networks 
(DCGAN) are used to create synthetic images for each class 
of the dataset. These imbalanced images of synthetic and 
original images are then evaluated by CNN.  

IV. RESULTS 

A. Synthetic Images via Deep Convolutional Generative 
Adversarial Networks 

DCGAN is used to train the model to create synthetic 
images. It involves adversarial learning, where both the 
discriminator and generator have opposite goals but are 
trained simultaneously. The discriminator aims to accurately 
classify real and synthetic samples, while the generator tries 
to deceive it by producing samples that are indistinguishable 
from actual data. During the training, both networks engage 
in a feedback loop that enhances the generator's capacity to 
produce realistic images. As a result, the generated images' 
quality continues to improve. The Figure 5 shows how the 
synthetic images for dataset improve during the training 
process.  

 
 
 
 
 
 
 
 
 
 

Epochs 0 1000 7000 

Skin 
Cancer 

   

 

Figure 5. Sample Generation of Synthetic data by GAN 

B. Model Evaluation of Imbalanced Original and Synthetic 
Images of Pneumonia 

The pneumonia dataset, which is obtained from 
Mendeley Data, consists of two classes, which are 
pneumonia and normal. The class normal has the majority 
data with a total of 235 images and pneumonia as the 
minority class with only 127 images. Below is the result of an 
imbalance between original and synthetic images using 
CNN. 

TABLE I 

RESULTS FOR PNEUMONIA DATASET 

 Original Images Synthetic Images 

Train accuracy 0.955 1.00 

Val accuracy 0.722 1.00 

Precision Normal 0.69 0.60 

Pneumo
nia 

0.00 0.00 

Recall Normal 1.00 1.00 

Pneumo
nia 

0.00 0.00 

Number of images 362 2500 
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C. Model Evaluation of Imbalanced Original and Synthetic 
Images of Skin Cancer 

The skin cancer dataset, which is obtained from Kaggle, 
consists of only four classes which are malignant, benign, 
vascular lesion, and dermatofibroma. Since the original 
images are already imbalanced between these classes, 
original images are used for the evaluation without any 
modification or exclusion. Benign will be the majority class 
with 1800 images, followed by malignant with 1497 images, 
vascular lesions with 142 images, and dermatofibroma with 
only 111 images. Table II shows the result of an imbalance 
between original and synthetic images of the skin cancer 
dataset using CNN. 

TABLE II 

RESULTS FOR SKIN CANCER DATASET 

 Original Images Synthetic Images 

Train accuracy 0.048 0.132 

Val accuracy 0.051 0.732 

Precision Benign 0.51 0.39 

Malignan
t 

0.00 0.00 

Vascular 
lesion 

0.00 0.00 

Dermato
fibroma 

0.00 0.00 

Recall Benign 1.00 1.00 

Malignan
t 

0.00 0.00 

Vascular 
lesion 

0.00 0.00 

Dermato
fibroma 

0.00 0.00 

Number of images 3550 3800 

 

V. CONCLUSIONS 

Deep Convolutional Generative Adversarial Networks 
(DCGAN) are developed to create synthetic images. It 
utilizes adversarial learning to train a generator network to 
create high-quality synthetic data that closely reflects the 
distribution of real data. Since it is a resource and time-
consuming, the training is done only up until epoch 7000. 

For future improvement, the training can be done for more 
than 7000 epochs to get more high-quality images. The 
consequences of using imbalanced images in a model’s 
performance are also recorded. The model’s accuracy is high 
for medical images with two-labelled class except for the 
skin cancer dataset. High accuracy does not necessarily 
mean that the model is good. Accuracy alone is not enough 
to evaluate the model’s performance, so it is crucial to 
consider other evaluation metrics as well, such as precision, 
recall, and confusion matrix, to properly understand the way 
a model performed across all classes. From the result it can 
be seen that the model is biased toward the majority class 
and cannot generalize well to the minority samples. In other 
words, the model is overfitting. As for the skin cancer 
dataset, its accuracy is the lowest, and it has very poor 
performance due to the number of classes. Increasing the 
classes in an imbalanced dataset can lead to worse model 
performance, as it can be challenging for the model to learn 
to differentiate more classes. As the number of classes 
grows, the model's sensitivity to minority classes decreases. 
Future work will include the improvement of the model to 
facilitate the imbalance issues in medical imaging for multi-
labelled classes. 
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