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Abstract— This study focused on developing a real time automated road damage inspection using deep 
neural networks. The performance of the build image detection model is evaluated to get the best overall 
result. Thousands of images from selected dataset are trained using You Only Look Once (YOLO) v4 
algorithm which based on Convolutional Neural Network (CNN). The model is deployed into smartphones to 
take advantage of its availability camera. The road damage inspection application (app) can help the road 
users and municipalities in inspecting the road surface. Thus, it can prevent heavy damages to a vehicle and 
help in providing a better road damage maintenance management. 
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I. INTRODUCTION 

Road surface inspection traditionally depends on 
humans' visual observations which tends to be inconsistent 
and unsustainable that eventually can increase the risk 
associated with aging road infrastructure. Aside from 
requiring experienced road managers, it also can be time 
consuming. On the other hand, quantitative analysis using 
widely utilised expensive machines such as mobile-
measurement system (MMS) or laser-scanning method 
though highly accurate, it is considerably expensive for small 
municipalities that are short of financial resources.  

The number of road traffic deaths continues to rise 
steadily, reaching 1.35 million in 2016. Between 20 and 50 
million more people suffer non-fatal injuries, with many 
incurring a disability as a result of their injury [1]. By 2018, 
Malaysia has the third highest fatality rate from road traffic 
accidents in Asia and Asean. Road traffic accidents (5.4%) 
were the fourth most common cause of death in Malaysia in 
2016 [2]. In normal conditions, experienced licensed drivers 
have the capability to make a right decision in split seconds 
to prevent traffic accidents. Unfortunately, that is not 
always the case as the road traffic environments are often 
susceptible to adverse causes such as road surface 
conditions. Furthermore, the current road surface visual 
inspection not only requires certain officials, but the process 
is very time consuming. Aside from being highly accurate, 
the inspection devices are still considerably expensive. Thus, 
considering the issues, several attempts have been made to 
develop a method for analyzing road properties using image 

processing technologies to inspect a road surface. However, 
such road damage detection  
 
methods only focus on the determination of the existence 
of the damage. Hence, a practical damage detection model 
is necessary to distinguish and detect different types of road 
damage.  

The objective of this study is to propose a real-time 
automated road damage inspection. It is an application to 
automatically recognize various types of road damages that 
cause harm and damage to road users and vehicles in real-
time. Road damage image dataset is trained using end-to-
end object detection algorithms i.e. YOLO based on CNNs. 

II. RELATED WORK 

Three main artificial intelligence (AI) approaches to 
detect crack are image processing, machine learning and 
deep learning (DL) [3], [4]. We are interested to extend the 
research using the latter approach. Two general tasks for 
crack detection are crack classification and segmentation.  
In this study, the first task is our focus.  

[5] divides four methods of crack classification using DL, 
i.e. deep convolutional neural networks (DCNN) [6], [7], [8], 
modified CNN [9], hybridization CNN and object detection 
models [10], [11]. The techniques for object detection 
models includes the Single Shot Multibox Detector (SSD), 
the region-based fully convolutional networks (R-FCN), the 
You Look Only Once (YOLO) and the Faster R-CNN. YOLO is 
the first-choice technique for a researcher to classify a 
detected crack. This is due to its accuracy and efficiency [4].  
We adopted this technique in our study likewise. 
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Furthermore, [12] has prepared a large-scale road damage 
dataset composed of 9,053 images captured via a 
smartphone attached on a car, with 15,435 instances of road 
surface. The detection model is then trained using Single 
Shot Multibox Detector (SSD) Inception V2 and SSD 
MobileNet frameworks to be executed on a small 
computational device like a smartphone. The damage type 
finally can be classified with high accuracy. 

CrackNet, an efficient architecture based on CNN has 
been proposed by [13], which trained using 1,800 3D 
pavement images for automated pavement crack detection 
on 3D asphalt surfaces with the objective of pixel-perfect 
accuracy. CrackNet is then demonstrated to be successful in 
recognizing cracks on asphalt surfaces under various 
conditions using a different set of 200 3D images with high 
Precision (90.13%), recall (87.63%) and F-measure (88.86%). 
CrackNet is then compared with two other crack detection 
methods, 3D shadow modeling, an optimization of the 
projection angle (61 degree) used in the model and Pixel-
SVM, a pixel level classification using SVM-based method. 
The results are shown Table 1.   

TABLE 1  

OVERALL PRECISION, RECALL AND F-MEASURE OF CRACKNET, 3D 

SHADOW MODELLING AND PIXEL-SVW 

Method Precision (%) Recall (%) F-measure 
(%) 

Pixel – SVM 51.28 82.90 63.36 
3D shadow 
modelling 

66.84 77.19 71.64 

CrackNet 90.13 87.63 88.86 

 
Work done by [14] are proposed to classify the road 

damage based on the types, but it is only limited to road 
cracks type of damage namely linear, transverse and 
crocodile. Figure 1 shows the example of class label.  

In this study, image classification methods are applied to 
input images rather than object detection. It is important to 
mention that classification refers to assigning a class label to 
an image, whereas detection means identifying the object's 
coordinates in an image and assigning them a class label. 
Deep learning approach specifically the CNN has been 
applied to classify and detect an object class. A graphical 
image annotation tools, labelling was used for data labelling 
and annotation during the pre-processing. The tool then 
automatically converted bounding-box positions drawn 
around object and attached label class into YOLO data 
format in XML file. For modelling, YOLO algorithm received 
images as inputs, split them into S x S grid and pass them 
through the neural network to create bounding boxes and 
class predictions to determine the final detection output. 

 

 
 

 
 

 

Fig. 1  Example of experimental results of road defect classes 

YOLO v4 is used to train the road damage detection 
model based on the collected dataset. Results of the study 
will be compared with the previous studies in terms of 
accuracy and runtime speed. YOLO is a neural network that 
has the capability to classify and detect objects in given 
images [15]. It can detect multiple objects at a time and 
applies bounding boxes around the detected objects. 
Initially, DarkNet is used to implement YOLO [16]. It is an 
open-source neural networks training framework written in 
C/CUDA and serves as the basis for YOLO. 

III. METHODOLOGY 

Real-Time automated Road Damages Inspection Using 
Deep Convolutional Networks is a project that developed 
through deep learning. This road image detection model is 
built using YOLO algorithm which is based on DCNN. Later, 
the model is deployed into smartphone for a real-time road 
image detection using smartphone camera and processor.  

The methodology of this study complied with the general 
machine learning pipeline as illustrated in Figure 2 in building 
an object detection model.  
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Fig. 2 Methodology Flowchart - Machine Learning Pipeline 

A. Data Collection 

The first phase of this study is by doing research and pilot 
study to build an object detection model to localize and 
classify the damage on asphalt road surface using the 
dataset provided by [12].  The dataset consists of 9,053 
images that were captured on a smartphone (LG Nexus 5X) 
installed on a dashboard of a car. The images were taken in 
seven municipalities in Japan i.e. Adachi, Chiba, Ichihara, 
Muroran, Nagakute, Numazu and Sumida with diverse 
weather and illuminance with the resolution of 600 × 600 
pixels. 

B. Data Pre-processing 

In the datasets, the road damage types are divided into 
eight categories. Each damage type is represented with a 
class name such as D40.  Each type of damage is illustrated 
in the Table II. 

TABLE II 
ROAD DAMAGE TYPES AND THEIR CLASS NAME 

Damage Type Detail Class 
Name 

Crack Linear 
Crack 

Longitudinal Wheel mark part  D00 

Construction joint 
part 

D01 

Lateral Equal interval D10 

Construction joint 
part 

D11 

Alligator Crack Partial pavement, 
overall pavement 

D20 

Other Corruption Rutting, bump, 
pothole, 
separation 

D40 

White line blur D43 

Cross walk blur D44 

Each image is then manually annotated using labelling a 
graphical image annotation tool by [17]. The annotated 
image file is a TXT file for YOLO data format and a XML file in 
PASCAL Visual Object Classes (PASCAL VOC) data format 
[18]. During the annotation, a bounding-box is drawn around 
an object in each image. Then, the class label is attached as 
shown in Figure 3. 

 

Fig. 3 Bounding box are drawn to label the objects 

Data exploration is done to statistically analyse the 
distribution of the type of road damages in the dataset. This 
is necessary to prevent class imbalance that will affect the 
model training. Based on Figure 4, the difference in number 
of images of road damages for each type is significant. 
Category D01 comes as the highest with the total of 3789 
images followed by class D44 with 56 images short whereas 
class D40 recorded as the lowest with only 409 images. 

 

 

Fig. 4 Data distribution for the classes of road damages 

C. Modelling 

The initial model we use for this pilot study is trained using 
YOLO v4 object detection algorithm based on CNN. The 
training model is built with the help of DarkNet neural 
network training framework and Google Colab tools. These 
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are the configurations and hyperparameters used for the 
training are shown in Table III. 

TABLE III 
YOLO TRAINING PARAMETER CONFIGURATIONS 

Learning rate Start at 0.001 Momentum 0.949 

Batch size 64 Max batches  16000 

Subdivisions  16 Filters 39 

Resolution  416 x 416   

 
Figure 5 illustrates mean average precision (mAP) and 

loss versus iterations of training. After 1000 iterations, the 
training model is only capable of achieving the mAP value of 
9.2% with average loss of 2.2326, which is the object model 
detection model still not good enough for detecting 
different types of road damages accurately.  

 

 

Fig. 5 mAP and loss vs iterations graph YOLO 

 
The performance of the model built is tested. Details in 

section E. 

E. Deployment 

Road Damage Detection Application is the product of this 
study once the model is deployed into a smartphone.  

1) Machine Specification:  In this study, Google Colab cloud 

machine is used with the following specification: (ⅰ ) 

Ubuntu 18.04.3 LTS (64 bit) as operating system, (ⅱ) 13 GB 

Memory, (ⅲ) Intel Xeon CPU v2 @ 2.3Ghz processor, (ⅳ) 

Nvidia Tesla K80 GPU,(ⅴ) 60 GB Disk. Python programming 

language has been used in Road Damage Inspection app 
development. Python libraries used for the system 
implementation are ElementTree, minidom, matplotlib, 
seaborn, NumPy, TensorFlow, zipfile, pyplot and cv2. 

2) User Interface: The interface of the system consists of 
basic image detection feature, report submission page and 

map tracking interface. The details of the interface are 
explained as follows.  

The Homepage is the main page of the apps. From the 
homepage, the user can redirect to another pages. The user 
can start capturing road damage images. The screenshot of 
Home Page is shown in Figure 6. 

 

 Fig. 6 Homepage Interface 

Live Capture page where the image detection process will 
be working. User can capture the image of the potholes and 
the apps will do the road damage detection. The screenshot 
of Live Capture is shown in Figure 7. 

 

Fig. 7 Live Capture Interface 
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Report submission page is the page for reporting the 
road damage to the municipalities. The user needs to fill in 
details and select the image of the detected potholes. The 
screenshot of Report Submission Page is shown in Figure 8. 

 

Fig. 8 Report Submission Interface 

Map Tracking shows nearby the location and picture of 
nearby road damage. The screenshot of Map Tracking is 
shown in Figure 9. 

 

Fig. 9 Map Tracking Interface 

IV. RESULT AND DISCUSSION 

Based on Table IV, we can arrive at the reasoning that the 
model only can detect class D20 with high precision and 
barely detect class D43. One possible explanation for the 
low scores in every evaluation metric is the model needs to 
be trained more than initial 1000 iterations. The uneven 

object classes distribution also might be one of the factors 
to this poor performance. 

TABLE IV 
AVERAGE PRECISION FOR EVERY CLASSES AND EVALUATION METRICS OF TRAINING 

MODEL 

Classes Average precision 

D00 0.00% 

D01 0.00% 

D10 0.00% 

D11 0.00% 

D20 66.7% 

D40 0.00% 

D43 7.14% 

D44 0.00% 

The train weight is imported and used to detect road 
damages in images from the test dataset. The inference time 
is recorded to ensure the damages detected in real-time. The 
results are shown in the Table V. 

TABLE V  
DETECTED SAMPLES USING YOLO 

Detection Inference time Confidence 

 

98.763 ms  D01: 68% 

 D11: 66% 

 D01: 98% 

 D01: 99% 

 

98.772 ms  D01: 82% 

 D01: 57% 

 

99.086 ms  D44: 26% 

V. CONCLUSIONS AND FUTURE WORK 

Real-time Road damage inspection is an app that utilized 
the image detection technology for road surface damage 
detection like potholes. Deep convolutional neural network-
based algorithm i.e. YOLO is applied to build the model and 

Metrics Score 

Precision 0.20 

Recall 0.14 

F1-Score 0.17 

Average IoU 13.38% 
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later deployed into smartphone. Human visuals tend to be 
inconsistent and unsustainable that eventually can increase 
the risk associated with aging road infrastructure, thus the 
Road Damage Detection apps can help with that. It also can 
help municipalities in managing road damage management 
as the community can report the road damages with proof 
images. This paper has demonstrated how the Road 
Damage Detection App functions and how it can benefit the 
society. 

For the future work, the integration with navigation app 
such as google maps or waze would be useful. Additionally, 
integration with APIs that related to the app also make the 
app more interactive. For example, voice alert can help the 
driver if the driver’s eyes need focus or AI assistant that we 
can communicate with. Some automated features maybe 
can enhance the apps further. Whenever the camera 
detected road damages, warning will be automatically 
prompt, and the data may automatically send to the 
municipality. Advanced technology in modern car also 
opens a lot of potential in these automated features.  
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