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ABSTRACT:  The application of cassava starch in the biopolymers industry has been growing 
significantly due to its low cost, good oxygen barrier in the dry state, and biodegradability. 
Plant culture technology is an alternative to traditional propagation as it does not require large 
areas for production, has a higher rate of multiplication, and produces disease-free plants. 
However, the application of cassava callus culture for starch production is limited. This study 
focuses on identifying the significant culture parameters for a maximum Rayong cultivar 
cassava callus growth and evaluation of its starch content. Cassava stems petiole and leaf 
explants were cultured on MS medium containing different combinations of 2,4-D (8, 12, and 
15 mg/L) and BAP (1, 3, and 5 mg/L) under three light conditions (0, 16, and 24 h). The 
screening of the most influential parameter was done using the 2-level Factorial Design in 
Design Expert v13 by analyzing the frequency of callus formation. All leaf explant turned 
brown with no callus induction. The highest frequency of callus formation derived from stem 
petiole explant was achieved by the combination of 8 mg/L 2,4-D and 1 mg/L BAP under the 
light condition (75%) followed by 8 mg/L 2,4 D + 1 mg/L BAP under the dark condition 
(50%). Based on the ANOVA analysis, the individual supply of 2,4-D and BAP respectively, 
have a negative effect on callus formation while the combination of 2,4-D and BAP has a 
positive effect. Light supply did not significantly affect cassava callus formation. The amount 
of starch in the cassava callus was then investigated using an iodine test which yielded 0.21% 
of the total weight of the callus (0.0101g). The amount of starch is relatively low considering 
that the callus was not grown under the optimum condition for starch production. The findings 
of this study open prospects for future research in cassava cultures in favor of starch 
production.  

ABSTRAK: Penggunaan kanji ubi kayu dalam industri biopolimer telah meningkat secara 
mendadak disebabkan oleh faktor kosnya yang rendah, rintangan oksigen yang baik dan sifat 
keterbiodegradasi. Teknologi kultur tisu tumbuhan merupakan alternatif kepada pembiakan 
secara tradisional yang mana teknologi ini tidak memerlukan kawasan penanaman yang luas, 
penghasilan yang lebih singkat dan menghasilkan tumbuhan bebas penyakit. Walau 
bagaimanapun, kajian mengenai penggunaan kanji dari kultur ubi kayu masih belum meluas. 
Kajian ini bertujuan mengenal pasti parameter penting dalam pertumbuhan maksimum kalus 
kultivar ubi kayu Rayong dan kandungan kanjinya. Eksplan dari tangkai petiol dan daun ubi 
kayu dikulturkan dalam medium MS yang mengandungi pelbagai kombinasi hormon 
tumbuhan 2,4-D (8, 12 dan 15 mg/L) dan BAP (1, 3 dan 5 mg/L) di bawah tiga tempoh masa 
pencahayaan (0, 16 dan 24 jam). Saringan parameter paling berpengaruh dilakukan menerusi 
reka bentuk faktorial 2-peringkat perisian Design Expert v13 melalui analisa frekuensi 
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pembentukan kalus. Semua eksplan daun telah bertukar dari hijau ke perang dan tidak 
menunjukkan induksi kalus. Bagi eksplan batang daun, frekuensi pembentukan kalus tertinggi 
diperoleh dari kombinasi 8 mg/L 2,4-D dan 1 mg/L BAP di bawah pencahayaan 24 jam (75%) 
diikuti dengan 8 mg/L 2,4 D + 1 mg/L BAP di bawah pencahayaan malap (50%). Berdasarkan 
analisis ANOVA, medium 2,4-D dan BAP masing-masing menunjukkan kesan negatif 
kepada pembentukan kalus, sementara kombinasi 2,4-D dan BAP memberikan kesan positif. 
Dapatan ini menunjukkan bahawa pencahayaan tidak signifikan terhadap pembentukan kalus 
kultur ubi kayu. Kandungan kanji di dalam kalus ubi kayu kemudiannya diuji dengan larutan 
iodin, dan menunjukkan dapatan sebanyak 0.21% dari berat kalus (0.0101 g). Secara relatif, 
nilai ini adalah rendah memandangkan eksperimen ini bukan dihasilkan di bawah keadaan 
optimum bagi pembentukan kanji.  Hasil kajian ini membuka peluang kepada kajian-kajian 
lain di masa hadapan dalam penghasilan kanji dari kultur tisu ubi kayu. 

KEYWORDS: cassava; callus culture; 2,4-dichlorophenoxyacetic acid (2,4-D); 6-
benzylaminopurine (BAP); light 

1. INTRODUCTION
The application of cassava (Manihot esculenta Crantz) starch in the biopolymers industry

has been growing significantly due to its availability (particularly in seed and tuber plants), 
low-cost, good oxygen barrier in the dry state, renewability, and biodegradability [1]. Cassava 
starch has also gained large popularity as a starch source because of its low gelatinization 
temperature, high binding capacity, and viscosity [2]. For the manufacturing of a sustainable 
and efficient bioproduct raw material, bitter cassava is preferred over sweet cassava as it has 
high starch content, high production yield, and high chemical defense. The exploitation of 30% 
of waste from bitter cassava can be self-sufficient as a feedstock requirement for food, medical 
and packaging industries [3]. In accordance with that, it is estimated that the global cassava 
starch market will reach USD 8.1 billion in the next five years (2023-2027) [4]. 

However, cassava starch usage is facing some limitations in terms of mass propagation. 
The increase in demand requires several thousand hectares of arable land, which is limited 
since there is a decline in empty lands due to economic development. Moreover, traditional 
cassava cultivation records high pest and disease invasions, and requires long periods of 
cultivation [5,6]. Therefore, as an alternative, plant tissue culture has been used as a substitute 
for traditional propagation as it has been proven to remediate insufficient propagation and 
provide disease-free cassava plants. Additionally, in vitro cultivation is not dependent on 
geographical, seasonal, and environmental variations as it controls the plant’s environment 
(nutrient media, physical factors, growth hormones, and aseptic condition) [7].  

Among different types of plant tissue culture, callus culture is the most widely used due to 
its pluripotency. Although this culture is comprised of cells that have no specific function, this 
culture plays an important role in plant culture technology as it is being used as the starter for 
other cultures. For instance, this culture is used to initiate cell suspension culture which is 
frequently used in plant transformation studies or large-scale secondary metabolite production. 
Moreover, callus culture is also very crucial in the regeneration of plants as well as plant organ 
production. Callus culture can regenerate any part of the plant with the use of a suitable plant 
growth hormone [8]. The established conditions such as nutrient media and plant growth 
regulators (PGRs) influence highly on the callus culture induction and growth. 

To our best knowledge, reports on cassava callus culture for starch production are still 
scarce. Most studies aimed to provide an effective callus induction based on the effect of 
different PGRs as well as alternative genetic modification to provide rapid production of the 
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cassava plant [8-10]. Moreover, no report is yet available specifically for the Rayong cultivar 
which was used in this study. Rayong cultivar is a bitter type of cassava, with a high starch 
content, wide adaptability to different environmental conditions, and high yield potential [11]. 
Thus, this study aimed to identify the effect of PGRs and light supply on the initiation of 
Rayong cultivar callus culture and preliminary evaluation of its starch content.   

Plant growth regulators (PGRs) are hormones that affect the growth and development of a 
plant. In the case of callus growth, the major PGRs that influence its development are auxin 
and cytokinin. 2,4-dichlorophenoxyacetic acid (2,4-D) has been reported as the most effective 
auxin for cassava callus formation [8,12]. For cytokinin, thidiazuron (TDZ) induced a higher 
percentage of callus formation followed by 6-Benzylaminopurine (BAP) and kinetin. It is 
concluded that TZD induced the formation of indole-3-acetic acid (IAA) in the cell which helps 
callus formation [9]. However, whether the combination of auxin and cytokinin on cassava 
callus initiation and growth might have a positive impact has yet to be reported. Therefore, this 
study explored the effect of combining 2,4-D (8, 12, and 15 mg/L) and BAP (1, 3, and 5 mg/L) 
on cassava callus initiation.  

Moreover, light supply, as another culture parameter, was also investigated. Cassava callus 
culture can grow in both dark and light conditions, at a temperature of 25-28 °C within 1 month 
[8-9,12]. Light supply influenced the initiation time of the culture i.e. white-light exposure 
culture initiates faster callus formation than the dark culture. Accordingly, continuous light, 
16-h light, and continuous dark conditions were chosen as the range for the light supply 
parameter. Cassava callus culture was initiated according to these parameters with constant 
monitoring of the process for 30 days with an interval of 3 days of sampling. A 2-level factorial 
design in Design Expert v13 (Stat-Ease, Inc., USA) was used for the experimental design and 
screening purposes. Finally, an iodine test was conducted for the preliminary evaluation of 
starch amount in the induced cassava callus. 

2. MATERIALS AND METHODS 
2.1  Materials  

The explants (leaves and stem petiole) were obtained from the cassava trees (Rayong 
cultivar) planted at International Islamic University Malaysia. Ethanol was purchased from 
HmbG Chemicals, Germany while sodium hypochlorite was purchased from Bendosen, 
Malaysia. Both TWEEN® 20 and Gelrite were purchased from Sigma-Aldrich, UK. Murashige 
and Skoog (MS) basal medium, sucrose, casein hydrolysate were purchased from Duchefa, 
Netherlands. Meanwhile, hydrochloric acid (HCl), 2,4-D, and BAP were purchased from R&M 
Chemicals, UK. Sodium hydroxide (NaOH) was from Merck, UK. 

2.2  Surface Sterilization of Cassava Explants 

The surface sterilization procedure was adapted and modified based on Puad et al. [13]. 
Leaves and stem petioles of the Rayong cultivars were washed with antibacterial detergent for 
5 min followed by washing with 50% thiram solution under continuous shaking for 1 hour. 
Each washing was followed by 3 rinses of distilled water. Next, the explants were soaked in 
70% ethanol for 5 min, then bleached with 5.75% sodium hypochlorite with 2-3 drops of 
TWEEN® 20 for 10 min. After each soaking, the explants were rinsed at least three times with 
sterile distilled water [9,12]. The sterile explants were cut into small pieces of 5 mm which 
were inoculated in a media plate (4 explants per plate).  
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2.3  Preparation of Culture Media 

The media preparation used was done following the method proposed by Puad & Tang 
[14]. The media contained 4.4 g/L of MS basal medium, 30 g/L of sucrose, 0.05 g/L of casein 
hydrolysate, 2.5 g/L of Gelrite, and 0.75 mL of plant protection mixture (PPM). The media was 
adjusted to a pH of 5.7 using 1 M of NaOH and 1 M of HCl and sorted following different 
combinations of 2,4-D and BAP concentration as presented in Table 1. 

Table 1: Combinations of different concentrations of 2,4-D and BAP used in the study 

No. Combinations of 2,4-D: BAP (mg/L) 
1 8:1 
2 8:5 
3 12:3 
4 15:1 
5 15:5 

 

Then, the media were autoclaved at 121°C, 15 psi for 20 min and let to cool down till they 
reached 40 °C. The sterile explants were placed on the media, in sterile conditions and the 
cultures were incubated under three light conditions which are continuous light supply (24 h), 
16-h light exposure, and continuous dark condition (0 h). The frequency of callus formation 
was the response used to evaluate the rate of callus formation during a period of 30 days. 

2.4 Experimental Design 

Using Design Expert v13, a 2-level factorial design was set up based on 3 different factors 
which are 2,4-D (8, 12, 15 mg/L), BAP (1, 3, 5 mg/L), and light exposure period (0-24 h) using 
cool-white fluorescent tube lights (2500 lm) resulting in 27 runs. The design was replicated 
two times for two different explants (cassava leaf and stem petiole). Each experiment was 
conducted in triplicate. Table 2 presents the design summary of the experiment. The effect of 
three factors was tested through the ANOVA analysis of the frequency of callus formation. 

Table 2: The range of three factors for 2-level factorial design experiments 

Factor Name Units Low Middle High 
A 2,4 D mg/L 8 12 15 
B BAP mg/L 1 3 5 
C LIGHT h 0 16 24 

Response  Frequency of callus formation  %    

 

2.5 Analytical Procedures 

2.5.1 Callus Growth   

During the 30 days of the incubation period, the observation on the frequency of callus 
formation was recorded every 3 days. The frequency of cassava callus formation was calculated 
using Eq. (1):  
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2.5.2 Starch Content in Callus 

The extraction of starch from the 0.0102 g of callus obtained from the initiation of the 
cassava callus culture was done following the method described in Reddy & Bhotmange [15]. 
The callus was dried in an oven (Memmert GmbH, Germany) for 48 h at 70 C and then finely 
ground using a mortar and pestle. The protein molecules were removed by dispersing the callus 
in 0.153 mL of distilled water. The solution was adjusted to a pH of 10 by adding a few drops 
of NaOH and mixing moderately for 1 hour. Then, the starch was extracted by 3 sequential 
centrifugations at 5000 rpm for 30 min each. For each centrifugation, the supernatant was 
discarded, and the pellets were treated with 0.0306 mL of NaOH. The starch was resuspended 
in a mixture of 90% ethanol and NaOH for 1 hour at 80 C and let to cool to room temperature 
before adding distilled water to a volume of 10 mL. This last step was also performed with 0.10 
g of commercial starch for the preparation of the standard starch solution. 

To measure the starch content of the callus, a standard curve was constructed using 
different concentrations of commercial starch solution i.e., 8, 16, 24, 32, 40%. The absorbance 
at 620 nm was recorded. Eq. (2) was generated from the starch standard curve where Y is the 
absorbance of starch solution and X is the percentage of starch standard solution (%). Eq. (2) 
was then used to calculate the percentage of starch in the sample solution before the amount of 
starch (g) in the callus was determined using Eq. (3).   

 

 

3. RESULTS AND DISCUSSION
3.1  Callus Induction from Cassava Leaf Explants 

After 1 month, it was observed that there were no calluses induced for any types of PGRs 
and concentrations derived from the cassava leaf explants. Instead, the leaf explants turned 
brown, and no response was observed (no callus initiation, no contamination) indicating that 
the explants were dead (Fig. 1). This could have been caused by the fact that the explants were 
soaked in 70% ethanol for 5 min during the sterilization of the explants. Indeed, ethanol is an 
excellent sterilization chemical, yet it is extremely phytotoxic to the plant cells when exposed 
for a long period time. According to Bello et al. [16], exposing Solnacio biafrae explant with 
ethanol for 20 s gave a high survival rate compared to 3 min and 5 min, respectively. The 
exposition period of the explant to ethanol is different for each plant and from different parts 
of the same plant [17]. As an example, leaf cells have less lignified thin cell walls except the 
leaf epidermis [12]. The thinness of the leaf cell wall might be one of the reasons why the leaf 
explant could not withstand our sterilization technique. Thus, to obtain a ‘clean and live’ leaf 
explant, further study on the sterilization of each type of explant needs to be developed and 
taken account to avoid loss of the explants, time, and material. 

(a)                                     (b) 

Fig. 1: Initiation of cassava callus on MS medium from leaf explant. (a) Day 1, (b) Day 30. 
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3.1 Callus Induction from Cassava Stem Petiole Explants 

3.1.1 Frequency of Callus Formation 

Data tabulated in Table 3 clearly shows that callus was successfully induced from the 
combination of the first combination (8 mg/L of 2,4-D and 1 mg/L BAP) in both light 
conditions (75% to 0%) and dark conditions (50%) while explants placed in 12 mg/L 2,4-D 
and 3 mg/L BAP; 15 mg/L 2,4-D and 1 mg/L BAP; and 15 mg/L 2,4-D and 1 mg/L BAP 
induced very little callus (25%) to no callus induction (0%), respectively. Table 3 also 
demonstrates that the callus induction occurred from day 12 to day 24 in which faster growth 
was observed under the continuous light condition (24 h) compared to the dark condition (0 h). 
These results indicated that the combination and concentration of 2,4-D and BAP, as well as 
the light conditions, have an influence on the cassava callus growth and a lower concentration 
of auxin (2,4-D) and cytokinin (BAP) (8 mg/L 2,4-D + 1 mg/L) is favorable for cassava callus 
initiation.   

Table 3: Summary of cassava callus initiation with different concentrations of 
2, 4–D and BAP, and light conditions 

Run Factor A: 
2,4D 

[mg/L] 

Factor B: 
BAP 

[mg/L] 

Factor C: 
LIGHT 

[h] 

Callus 
induction 

[day] 

Response: 
Frequency of 

callus formation 
[%] 

1 8 5 0 24 25 
2 15 5 24 - 0 
3 8 1 24 14 50 
4 8 5 24 - 0 
5 15 5 0 - 0 
6 15 1 0 - 0 
7 15 1 24 - 0 
8 8 1 0 14 25 
9 12 3 16 24 25 

10 8 5 24 27 25 
11 8 1 0 24 50 
12 15 5 0 - 0 
13 15 5 24 - 0 
14 8 1 24 16 50 
15 15 1 24 - 0 
16 8 5 0 24 50 
17 15 1 0 - 0 
18 12 3 16 - 0 
19 8 5 24 - 0 
20 8 1 0 24 50 
21 15 5 24 - 0 
22 15 5 0 - 0 
23 8 5 0 - 0 
24 12 3 16 - 0 
25 8 1 24 12 75 
26 15 1 0 - 0 
27 15 1 24 - 0 
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3.1.2 ANOVA analysis    

The ANOVA analysis of the stem petiole shows that the p-value for the model was less 
than 0.05, and the F-value was 28.51 which indicates that the model was significant (Table 4). 
The significant model terms were factors A, B and AB. Factor C (light condition) was part of 
the residuals since it is less significant (no effect on the model). Moreover, the difference 
between the adjusted R² and the predicted R² was less than 0.2 and R² was 0.8029 which was 
a higher value indicating a high degree of correlation between the experimental and predicted 
data. Hence it could be deduced that the model has a high degree of significance [18]. The 
equation of the design as shown in Eq. (4) suggests that a lower value of factor A and B, 
respectively results in a higher frequency of callus formation while a higher value of factor AB 
will give a higher frequency of callus formation. 

Table 4: ANOVA analysis of cassava callus growth from the stem explants 

Source Sum of 
Squares 

Degree of 
freedom 

Mean 
square 

F-
value 

p-value  

Model 10458.73 4 2614.68 28.51 <0.0001 Significant 
A- 2,4-D concentration 

(mg/L) 
5162.14 1 5162.14 42.58 <0.0001  

B- BAP concentration (mg/L) 2604.17 1 2604.17 21.48 0.0001  
AB 2604.17 1 2604.17 21.48 0.0001  

Residual 2546.19 21 121.25    

Lack of fit      Not 
significant 

Pure error       
Cor Total 12916.67 26     

R² = 0.8029, Adj – R² = 0.7747, Pred – R² = 0.6771 
 

      (4) 

The results of this study opposed the previous studies which reported that a higher 
concentration of auxin and cytokinin is favorable for callus growth while a lower concentration 
of auxin and cytokinin favors organ culture growth [8,9]. However, the BAP concentration 
range used in this study (1 mg/L to 5 mg/L) is not within the BAP concentration range (0.1 
mg/L to 1 mg/L) used in Faye et al. [9], which may cause the differences. The contradiction of 
the results obtained could also be due to the cultivar type and explant used. Fletcher et al. [12] 
proposed that different explants and cultivars react differently to different concentrations of 
PGR. In their study using different cassava cultivars available in Ghana, among the 3 
concentrations of 2,4-D used i.e., 8, 12, and 15 mg/L, 2,4-D at 8 mg/L achieved a better callus 
growth of Afisiafi cultivar for both leaf (75%) and bark (25%). In addition, for the Afebankye 
cultivar, the leaf explant gave a better result for 8 mg/L 2,4-D (75%) while the stem petiole 
supplemented with 12 mg/L 2,4-D achieved 45% of callus formation.  However, for Tuaka 
cultivars the percentage of formed callus from the explants such as leaf, stem petiole, and buds 
did not change significantly at any of the three 2, 4-D concentrations (below 20%). Based on 
this, it can be proposed that the stem petiole explant from the Rayong cultivar resulted in better 
callus growth at a lower concentration of 2,4-D (8 mg/L). 

Besides that, this study explored the effect of combining the 2,4-D and BAP at various 
concentrations on cassava callus initiation which so far has not been reported. It is reported that 
the combination of 2 mg/L 2,4-D and 0.1 mg/L BAP gave the best callus induction for two rice 
varieties, Basmati-370 and Basmati-385 [19]. The same results were described for different 
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plants such as Brassica napus and Piper betle L. var Nigra [20,21]. Thus, it can be deduced 
that for a combination of 2,4-D and BAP, the growth of the callus was favored by a lower 
concentration of auxin and cytokinin, and the type of plant, cultivars as well as explants 
significantly influenced the concentration of auxin and cytokinin. 

Table 5: Light condition for different cassava cultivars  

Type of 
cultivars 

Type of 
explants 

Light condition Reference 

Rayong Leaf Continuous light, 16-h light, continuous dark This study 
 Stem petiole 

Not available Leaf 16-h light (white cooling fluorescent lamps) [8] 
Stem 
Root 

Doku Leaf Continuous dark [12] 
Afisiafi Stem petiole 

Afebankye Buds 
Soya Not available 1st incubation: Continuous dark 

2nd incubation in 13-h light (light intensity of 
4000 lux) 

[9] 
Niargi 
Cololi 
Cacau 

Cacau roja 

Although the effect of the light is not significant to the callus growth based on the ANOVA 
results, it could still be observed that the cassava callus induced faster and had a higher 
frequency of callus formation under 24 hours of light exposure (started on the 12th day after 
inoculation) compared to the continuous dark condition (started on the 24th day). Callus formed 
under light condition have a frequency between 75% to 0% while the callus formed under total 
darkness gave a frequency between 50% to 0%. So far, studies related to the influence of light 
conditions on cassava callus culture are still scarce and different light conditions have been 
used to induce cassava callus culture as shown in Table 5. However, it is found that dark 
conditions are suitable for the initiation of rice callus culture while light exposure is suitable 
for its proliferation [22]. The results of this study partially conflicted with Chutipaijit [22] since 
the callus growth under 24 h light exposure recorded a better callus induction (75%) compared 
to the callus grown under continuous dark (50%), and 16h/8 light exposure (25%). On the other 
hand, a study by Ozarowski [23] on tobacco plants reported similar results to this study. The 
leaf blade of Motihari achieved 97.20% of callus formation under light condition. It was 
justified that the irregularities of reported results depend on the plant cultivar and type of 
explant used [23]. 

3.2 Preliminary Analysis of Starch Content in Callus 

The amount of starch in cassava callus was determined using the cassava standard curve 
obtained from the quantitative iodine test performed on commercial cassava starch. The 
measured absorbance of the callus sample was 0.021 AU which corresponds to 0.22% of starch. 
This amount is relatively small compared to the standard amount (4.4 % starch) highlighted in 
Carciofi et al. [24]. The difference in value could be due to starch loss during the purification 
process. This statement is in line with our observation. Indeed, the small amount of callus 
obtained (0.0102 ±0.0002 g) went through several processes that need to be meticulously 
performed such as the separation of the supernatant and pallets during centrifugation. This 
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process could cause some of the desired product to be washed off along with the supernatant if 
not carefully performed.  Thus, the accuracy of the results is highly biased. For future work, 
the selection of the starch extraction process from cassava callus culture should be thoroughly 
studied. 

Another reason that could cause the small amount of starch content in our cassava callus 
is due to the phase of callus growth (induction phase, proliferation phase or regeneration 
phase). A callus cycle comprises 3 phases: the induction phase (dedifferentiation and division 
of the explants of the cells), the proliferation phase (rapid division of the cells), and the 
regeneration phase (differentiation of the cells and organogenesis). It is reported that the callus 
accumulates sugar (glucose and starch) in the proliferation phase of the cycle for the 
regeneration phase as the callus will require large energy for organogenesis and to equilibrate 
the level of free soluble sugars to counterbalance the osmotic potential in the medium [25]. In 
this study, the callus was obtained from a 3-week-old subculture which means it was still in 
the early stage of proliferation explaining why the accumulation of the starch was lower as the 
callus did not accumulate enough starch for its regeneration phase. 

Moreover, the callus obtained was smaller in size and yellow in color (Fig. 2). Those 
physical attributes indicate a low regenerable cultivar which is known to have small amounts 
of sucrose, glucose, and starch content [26]. For rice callus, it is stated that the TN1cultivars, 
which are non-regeneratable (NR), produce small and yellowish callus lacking glucose, 
sucrose, and starch content in both the callus induction phase and regeneration phase while the 
ANT39 cultivars, highly regeneratable (HR) cultivars, produce large, compact, and whitish 
callus which have high glucose, sucrose, and starch content in the callus induction phase but 
low sugar (glucose and starch) content in the regeneration phase. So far, no report regarding 
the regeneration of the cassava Rayong cultivars has been conducted. Thus, a conclusive 
statement cannot be provided since different plants have different attributes although they have 
the same capability to produce starch. 

 
Fig. 2: Starch harvested from the callus induced from cassava stem explant in  

MS media with 8 mg/L of 2,4-D and 1 mg/L BAP. 

4.   CONCLUSION  
It was found that the concentration of the PGRs as well as their combination highly affect 

the frequency of callus formation while the light condition has less to no significance on callus 
induction. It was also found that a lower concentration of 2,4-D and BAP are favorable to callus 
formation (8 mg/L 2,4-D: 1 mg/L BAP). Regarding the evaluation of the starch content in the 
cassava culture using an iodine test, it was found that the callus accumulates only 0.22 % of 
starch which is below the standard value of various callus (4.4%) and might be due to loss of 
starch during the purification process of the starch or the fact that the callus was in the early 
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stage of the callus cycle (early proliferation stage) or the regeneration power of the cultivar 
(NR cassava lack of starch content). Hence, more research is required to provide conclusive 
reasons for the lack of starch in the cassava callus culture.  To improve the study of cassava 
callus initiation for starch production, it is highly recommended to select a sterilization 
technique that is suitable for all types of explants and to select a fast and effective extraction 
technique and starch analysis method for the evaluation of the amount of starch in cassava 
callus. It is hoped that this study will help in selecting the parameters for optimizing the culture 
conditions for cassava callus establishment towards starch production.  
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ABSTRACT: The process of electrocoagulation (EC) enhanced with adsorbent addition, as a 
pre-treatment for ultrafiltration membrane, is widely unexplored in oil palm-based wastewater 
treatment. Utilizing predetermined EC operational parameters and a defined activated carbon 
(AC) dosage for biotreated palm oil mill effluents (BPOME), membrane fouling was studied 
during crossflow membrane filtration at 0.5 bar transmembrane pressure and 1 kDa membrane 
pore size. The dominant fouling mechanism in membrane filtration without EC-AC 
pretreatment of BPOME, was cake formation, which was determined through Hermia’s pore 
blocking models. However, after EC-AC pre-treatment, the membrane fouling was mitigated. 
Moreover, the pre-treatment process, AC assisted EC, sustainably enhanced the final treated 
effluent quality in addition to enhancing fouling mitigation in the subsequent membrane 
filtration. The removal of Total Suspended Solids (TSS), turbidity and color were nearly 
100% and Chemical Oxygen Demand (COD) was 99.7% removed with final value of 5±1 
mg/L, which is within the range of reusable water standards. 

ABSTRAK: Proses elektrokoagulasi (EC) yang ditingkatkan dengan bahan penyerap, adalah 
pra-rawatan bagi membran penuras ultra. Walau bagaimanapun ianya masih belum luas 
diterokai dalam sistem rawatan air buangan berasaskan kelapa sawit. Mengguna pakai 
parameter operasi EC pra-tentu dan dos karbon aktif tentu (AC) bagi bio-rawatan efluen 
kilang kelapa sawit yang terawat (BPOME), mendakan membran telah dikaji menggunakan 
teknik penurasan membran aliran silang pada tekanan transmembran 0.5 bar dan saiz liang 
membran 1 kDa. Mekanisme mendakan membran kotoran dominan dalam penurasan 
membran tanpa pra-rawatan EC-AC BPOME, adalah pembentukan kek, iaitu terhasil melalui 
model penyumbatan liang Hermia. Walau bagaimanapun, selepas pra-rawatan EC-AC, 
mendakan kotoran membran  dapat dikurangkan. Tambahan, proses pra-rawatan AC-EC, 
secara mampan dapat menambah kualiti akhir efluen terawat selain dapat meningkatkan 
mitigasi kotoran mendakan dalam penurasan membran seterusnya. Penyingkiran Total 
Pepejal Terampai (TSS) adalah 99.7%, kekeruhan dan warna adalah hampir 100%. Keperluan 
Oksigen Kimia (COD) tersingkir sebanyak 99.7% dengan nilai akhir sebanyak 5±1 mg/L, 
iaitu dalam julat piawaian air boleh guna semula. 

KEYWORDS: electrocoagulation; membrane filtration; activated carbon; membrane 
fouling 
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1. INTRODUCTION 
Sustainable wastewater treatment technology is a highly sought objective of the current 

global trend of the industrially flourishing oil palm industry. With advances in technology and 
global demands, the palm oil production limits tend to increase with time. However, the 
environmental impact of the rising industrial works and production is often partially or 
completely overlooked. Over time, the detrimental effects of high industrial wastewater 
discharge, loss of marine ecosystems, overuse of fresh water supply and environmental 
pollution can collectively cause a massive global downfall of the public health, the ecosystem, 
as well as the economy [1]. 

There are ongoing efforts to sustainably reclaim water from industrial effluents to cut 
down the overuse of fresh water supply and its global annual decline. Although most processes 
depicted good outcome on pollutant removal efficiency with extensive use of chemicals, 
oxidants, processes requiring large footprints, and complex water treatment processes, there is 
a crucial need for considering economic sustainability and environmental friendliness. 
Therefore, electrocoagulation (EC) is captivating researchers towards developing a low 
footprint-based technology with simplicity and versatility in pollutant removal across various 
wastewater types, and with low sludge production while mitigating harmful chemical-based 
treatments [2]. Moreover, hybrid technologies have emerged for water reclamation for 
industrial reuse [3]. Membrane technology is such a booming field in water treatment with its 
low footprint and selective pollutant rejection ability [4].  

However, water reclamation based on membrane technology is costly and faces obstacles 
with inevitable fouling (pore blocking) at the membrane surfaces causing an overtime loss of 
flux which can be overcome by physical or chemical washing to regain original membrane 
functionality [5]. However, EC integration as pre-treatment for membrane process can 
potentially enhance wastewater treatment for water reclamation as it removes colloidal 
pollutants through charge destabilization, allowing a major cut down of pollutants entering the 
membrane. Consequently, fouling could be minimized to an extent of reversibility, helping to 
extend membrane functionality for an extensively long period of time and avoiding constant 
membrane replacements. Although chemical coagulation pre-treatment generally enhanced 
membrane filtration, there is a potential for EC based integrated processes to replace chemical 
coagulation as EC has proven to be more environmentally friendly and economical, with lower 
sludge production and easier operation avoiding harsh chemicals [6]. 

However, there are limited studies that explored EC-membrane processes enhanced with 
activated carbon for water reclamation from industrial wastewater. Palm oil industries treat 
their organic-matter-rich effluents and discharge the final effluent known as biotreated palm 
oil mill effluents (BPOME). BPOME is a dark brown and turbid looking wastewater, which is 
rich in organic matter, released in settling ponds as the final effluent. This study aims to 
investigate the potential of hybrid EC-membrane process with activated carbon (AC) addition 
to reclaim water from BPOME. 

2. METHOD 
BPOME was collected from the final discharge pond in a palm oil mill based in Negeri 

Sembilan, Malaysia. To prevent degradation due to naturally occurring biological activity, the 
collected sample was stored at 4 °C.  The EC process was carried out with pre-optimized 
operating conditions of current, initial pH, and time of 1.75 A, 6, and 15 minutes just as the 
study carried out in [7] following the same setup, anode surface area (10.93 cm2), interelectrode 
distance (10 mm), and the same reactor (200 ml capacity beaker) and direct current supply unit 
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from Twintex (TP-2303K, Taiwan). This study incorporated further modification by activated 
carbon (AC) addition of 1 wt% as the study by [8].

The wastewater characterizations included COD, color, and total suspended solids (TSS) 
before and after EC using a spectrophotometer (HACH DR 5000, USA) according to American 
Public Health Association (APHA) standards [9]. A DRB 200 Reactor (HACH DRB 200, USA) 
was used to heat the COD vials (2 hours for 150ºC) before COD measurement. The initial pH 
of the samples was controlled with 5% HCl and 0.1 M NaOH solutions with a pH meter 
(Mettler Toledo, MP220 model, USA). A multi-meter (HACH sensION5, USA) was used to 
measure the TDS, conductivity, and salinity of the wastewater samples. Turbidity of the 
samples was measured using a standard nephelometric method with a turbidity meter 
(EXTECH Instruments TB400, Taiwan). For separation of flocs after EC treatment, 0.45 μm 
pore sized filter papers were used.

After EC, the treated BPOME was further treated with an ultrafiltration membrane. 
Crossflow filtration mode is one of the ways of physically reducing the concentration 
polarization and fouling rate by delaying the cake build up, varying the feed flow 
hydrodynamics [10]. Furthermore, membrane backwash via chemical cleaning contributes to 
removal of reversible fouling, whereas irreversible fouling diminishes the membrane 
performance over time, leading to membrane replacement [11]. However, having the influent 
feed pre-treated (i.e., EC in this study) to remove maximum possible colloids and pollutants, 
is one of the best ways to achieve fouling mitigation [5]. The approach of [12] was used to run 
the ultrafiltration membrane experiment in a crossflow mode of operation. The schematic 
diagram of the membrane filtration system set up used in this work is shown in Fig. 1. Before 
beginning the experiment, the membrane was soaked overnight in distilled water to remove 
impurities left over from the manufacturing processes or additives used in preserving and 
stabilizing the membrane. The next day, the membranes were wetted out again by circulating 
distilled water at 2.0 bars for 30-60 minutes. This procedure helped in preventing membrane 
compaction during permeation. The distilled water flux was measured before each experiment 
with a clean membrane at a pressure within 1 to 2 bars.

Fig.1. Schematic diagram of the crossflow filtration setup, adapted from [13].

A polyethersulfone membrane with a Molecular Weight Cut-Off (MWCO) of 1 
kiloDaltons (kDa) and transmembrane pressure (TMP) of 0.5 bar was investigated on its ability 
to remove COD from the EC treated BPOME. These parameters resulted in the best permeate 
quality (highest removal of color, COD, and turbidity) in BPOME ultrafiltration in the study 
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reported by [12], that employed the same crossflow membrane filtration system. A lower TMP, 
contributed to the highest % COD removal, which was also indicated by the work of [14], 
where a higher applied pressure led to an enhanced gel layer formation that blocked the 
incoming organic matter from passing through, consequently reducing the removal of COD, 
color, and turbidity. The final permeate after crossflow ultrafiltration was characterized to 
determine the final removal efficiency in terms of COD, turbidity, TSS, and color, and were 
compared with reusable water standards. 

After each experimental run, chemical cleaning was performed by passing 1 N NaOH at 1 
bar (TMP) through the filtration membrane to preserve the integrity of the membrane. 
Additionally, the permeate volume collected was plotted against time to observe the flux. Next, 
the linearized pore blocking model equations (Table 1) were employed to fit the data, to 
determine the dominant pore blocking model, where J, J0 and t represent the flux, initial flux, 
and time respectively, and Kcb, Ks, Ki and Kc represent the pore blocking constants for complete, 
standard, intermediate, and cake filtration models, in Eq. (1) to Eq. (4), respectively. 

Table 1: Linearized pore blocking equations for membrane filtration [15] 

Pore blocking model    Linearized equation 
Complete ln J-1 = ln J0

-1 + Kcbt     (1)
Standard J-0.5 = J0

-0.5 + Kst          (2) 
  Intermediate J-1 = J0

-1 + Kit (3) 
Cake filtration J-2 = J0

-2 + Kct (4) 

The energy consumption of the treated BPOME volume, at optimized conditions, was 
calculated with Eq. (5) and Eq. (6) in Table 5 for EC and membrane filtration, respectively. 
The symbols I(A), U(V) and t(hours) represent the current applied, resulting voltage, and the 
time of EC operation, respectively. The flux J (L/(m2.min)), effective membrane surface area 
of 0.1 m2 and transmembrane pressure, TMP (bar), are the parameters for the membrane 
filtration energy consumption in Eq. (6). V represents the working volume (m3) for EC and 
permeate volume (m3) for crossflow filtration. 

Although COD removal was monitored after the EC process, concerns remain for the 
possibility of the presence of aluminum ions from the aluminum cathode in the final treated 
water. Aluminum contamination can be detrimental to human health as it has been known to 
increase the risk of dementia and Alzheimer’s disease [16]. Therefore, the final treated effluent 
was tested for the presence of aluminum and possible trace metals to observe the impact of the 
EC and EC membrane process on BPOME. The ICP-MS technique is greatly beneficial for 
water analysis to determine trace metals, due to its sensitivity and the ability of multi-element 
detection, hence, the USEPA have employed this technique for water and waste analyses [17]. 

3. RESULTS AND DISCUSSION
With the EC optimized parameters and addition of powdered AC, the treated effluent

quality was enhanced to the extent of fouling mitigation in the subsequent crossflow membrane 
filtration step of the hybrid process. The best outcome was achieved with 1 wt. % addition of 
AC in the EC reactor, and the removal of TSS, turbidity and color were nearly 100 % and COD 
was removed 99.7% with final average value of 5 mg/L, which lie within the range of process 
water standards (in terms of the stated key parameters, namely COD, TSS, turbidity, and color, 
as in the scope of this study).  
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Implementing the method carried out previously in [8], BPOME was treated with EC 
assisted with 1 wt% of AC addition. The resulting treated wastewater was used for studying 
pore blocking behavior in crossflow membrane filtration. Not all COD was removed, and a
considerable amount of COD was left in the EC treated solution alone. However, with AC 
addition, the fastest removal % noted was of TSS from BPOME for all concentrations of 
powdered AC added, followed by turbidity, color, and COD. The combined action of the 
adsorption of colloids by both AC along with the metal coagulants generated from the 
Aluminum metal anode in the EC reactor, greatly enhanced the efficiency of the EC process, 
that contributed to a much higher pollutant removal rate. Membrane pore blocking studies were 
performed to further study the mechanism of the fouling in membrane ultrafiltration of BPOME 
for both with and without EC-AC pre-treatment.

3.1  Membrane Pore Blocking Study without EC-AC Pre-Treatment

The linearized pore blocking equations by [15], listed in Table 1, have been employed in 
this work to establish the prominent fouling mechanism prevailing in the crossflow filtration 
step. The linearized pore blocking models contribute not only to establish the dominant fouling 
mechanism taking place to explain the flux decline in the ultrafiltration membrane but also 
significantly contribute to the scale up design in the industrial scale, providing the pore 
blocking constant values [18]. Moreover, understanding the fouling mechanism enables the
devising of antifouling strategies to overcome the loss of flux and preserve membrane integrity 
for longer time.  Based on the linearized pore blocking model plots observed in Fig. 2 to Fig. 
5, the trendlines after 10 minutes, beyond initial stage of crossflow operation, represent the 
relationship between the permeate flux with time with the respective pore blocking model. The 
pore blocking constants, along with the R2 and J0 (y-intercept) of each model, are summarized 
in Table 2, depicting the fitness of the experimental data with different pore blocking models. 

Table 2: Summary of pore blocking constants, R2 and J0

Pore blocking 
model

Pore blocking 
constant

J0 (intercept)
L/m2.min

R2

1 Standard Ks = 0.0078 0.3452 0.9534
2 Intermediate Ki = 0.0296 0.3484 0.9605
3 Complete Kcb = 0.0083 0.3425 0.9450
4 Cake filtration Kc = 0.2109 0.3570 0.9708

Fig. 2: Linearized plot for permeate flux vs time for standard pore blocking model.
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Fig. 3: Linearized plot for permeate flux vs time for intermediate pore blocking model.

Fig. 4: Linearized plot for permeate flux vs time for complete pore blocking model.

Fig. 5: Linearized plot for permeate flux vs time for cake filtration model.
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The most suitable fouling model was determined by assessing the regression of the models 
(Table 2). With the highest R2 of 0.9708, cake filtration stood out as the dominating pore 
blocking mechanism in this study. After the cake filtration model, the intermediate pore 
blocking model depicted the next highest R2 of 0.9605. Therefore, the intermediate pore 
blocking contributed the most, leading towards the cake formation. This outcome of prevailing 
cake filtration fouling corresponds to the work of [14] where the membrane filtration depicted 
cake filtration as the dominant pore blocking mechanism for oil palm effluent, feedwater, and 
dairy wastewater respectively. Hence, overall, the conclusions established in these studies 
suggest the cake filtration model to be the most universal model that describes the fouling 
mechanism of wastewater membrane filtration. 

Fig. 6: Comparison of flux decline with and without EC-AC treatment. 

Moreover, the flux decline in the ultrafiltration membrane was observed with and without 
EC-AC treated BPOME and is presented in Fig. 6. Notably, there is a decline in the flux after 
the initial phase of filtration, the flux was constant throughout, denoting no fouling took place 
as it was free from pollutants that cause membrane fouling for EC-AC treated BPOME 
ultrafiltration. To further explore the membrane fouling conditions, a membrane pore blocking 
study was carried out. 

3.2  Membrane Pore Blocking Study with EC-AC Pre-Treatment 

After collecting the EC (coupled with AC) treated BPOME, a crossflow ultrafiltration 
membrane was run with TMP 0.5 bar, effective membrane surface area of 0.1 m2 and noting 
the time taken after every 100 mL volume of permeate achieved, freshwater flux was 
determined with deionized water, followed by BPOME. 

As the observed permeate flux was nearly constant with time corresponding to the gradient 
of the linearized flux graphs for all the models (Fig. 7 to Fig. 10), it was concluded that the 
level of purity obtained in the EC with the addition of powdered AC prevented any type of 
fouling to take place in the crossflow filtration membrane. This result agrees with the notable 
work of [19], where incorporation of powdered AC pre-treatment by adsorption, significantly 
contributed to fouling mitigation along with pigment removal before carrying out membrane 
filtration. Therefore, exploring addition of powdered AC in this work, enhanced color removal 
in the EC process and greatly contributed to fouling mitigation of the subsequent crossflow 
membrane filtration in BPOME treatment.  

3.3  Characterization of Permeate after Membrane Filtration 

The permeate obtained after membrane filtration of BPOME pretreated with EC-AC, was 
characterized and compared with EPA standards for reusable water. The main parameters 
monitored for pollutant removal efficiency in this work were COD, turbidity, TSS, and color. 
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Besides, the final characterization of the permeate (Table 3) after the EC-membrane process, 
where EC was enhanced with addition of powdered AC in the reactor, 99.7% of COD was 
removed, with 5±1 mg/L of final COD value. Besides COD, almost 100% of TSS, color and 
turbidity were removed from the BPOME, with hybrid process. This water quality (based on 
color, TSS, COD, and turbidity) meets not only the standards of irrigation water but also 
process water for industrial reuse [20].

Fig. 7: Linearized plot for permeate flux vs time for standard pore blocking model 
for crossflow filtration of EC-AC treated BPOME.

Fig. 8: Linearized plot for permeate flux vs time for intermediate pore blocking model 
for crossflow filtration of EC-AC treated BPOME.
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Fig. 9: Linearized plot for permeate flux vs time for complete pore blocking model 
for crossflow filtration of EC-AC treated BPOME.

Fig. 10: Linearized plot for permeate flux vs time for cake formation model 
for crossflow filtration of EC-AC treated BPOME.

Table 3: Characterization of permeate after crossflow filtration of EC-AC treated BPOME

Parameters Initial 
BPOME

Final 
permeate

Reusable limits 
(EPA)

Overall 
removal 

%
1 COD (mg/L) 1981 5±1 <30 99.7
2 Turbidity (NTU) 332 0.3 <2 99.9
3 TSS (mg/L) 192 0 <10-30 100
4 Color (PtCo) 2882 0 <5 100
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After addition of powdered AC, the enhanced EC process with the destabilization of 
colloids with the action of AC adsorption enabled the removal of maximum TSS and turbidity, 
and a large quantity of COD and color. However, without AC addition, the resulting EC treated 
solution was not compatible enough to be treated with crossflow filtration to achieve process 
water COD. The physical observation of the treated BPOME at each stage is presented in Fig. 
11. Notably, the final EC-AC treated output was transparent but not colorless and had a 
significant quantity of COD remaining without the addition of AC. However, with added AC, 
the EC process was enhanced with rapid removal of color, TSS and turbidity, with 100% color 
removal and maximum COD removal (5±1 mg/L) subsequently after crossflow ultrafiltration 
membrane process. Therefore, the ability of the EC-membrane process to the sustainable water 
reclaim process from BPOME was proven in this study, after EC was enhanced with AC 
addition in the same EC reactor, incurring no additional unit operation and harsh oxidants.   

Fig. 11: Appearance of BPOME after EC (with AC addition) treatment and crossflow filtration. 

Table 4: Concentration of trace metals in BPOME after EC and EC-membrane process 

Metals Initial concentration in 
BPOME, mg/L 

Concentration after 
EC-membrane 

treatment, mg/L 

Reusable EPA 
standard, mg/L 

[20] 

Al 5.93 0.20 5 
Fe 1.51 0.09 5 
Cu 2.92 0.24 0.2 
Zn 0.26 0.02 2 
Ni 8.45 0.52 0.2 
Cr 29.99 1.81 0.1 
Pb 1.05 0.06 5 
Co 0.62 0.03 0.05 
Cd 0.03 0.00 0.01 

According to the USEPA, 5 mg/L is the discharge limit for aluminum for water reuse in 
agriculture [20]. From the ICPMS analysis data presented in Table 4, EC-membrane process 
does not cause the possible leaking of aluminum ions in the final discharge from aluminum 
electrodes in EC. Moreover, the final concentration after the process is almost 97% less than 
the initial concentration in the BPOME sample, besides being lower than the EPA standard for 
reuse. Hence, it was confirmed that no possible aluminum contamination takes place in the 
treated effluent due to aluminum anode dissociation in EC. Rather, EC with AC assistance, 
removed over 90% of most of the trace metals present in the real BPOME, and additionally 
removed most of them to the reusable limits for irrigation water according to EPA guidelines 
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[20]. Investigating possible metal removal from BPOME was not in the scope of this research, 
but the finding supports the versatility of the EC process in removing various types of pollutants 
with its effective colloidal destabilization. Hence, the quality of EC being a sustainable 
environmentally friendly water treatment process is notably exhibited in this study, which 
corresponds to the work of [21].

Fig. 12: Trace metal removal through ICPMS after EC and EC-membrane process on BPOME.

Figure 12 presents the percentage removal of trace metals namely Al, Fe, Cu, Zn, Ni, Cr, 
Mn, Pb, Co, and Cd, after EC and EC-membrane process on BPOME. The graph shows that 
EC alone removes the maximum possible percentage of trace metals, and no significant 
removal was observed after the ultrafiltration membrane. The coagulant formed from anode 
dissolution in EC results in the pollutant-coagulant complex formation after destabilization [2], 
hence separating it from the BPOME along with COD. Although the study aimed at COD 
removal from BPOME, the additional ICPMS result proved a subsequent removal of metals 
that were initially present in the wastewater. This occurrence of a versatile pollutant removal 
ability of EC from wastewater opens possibilities for further exploration of the process and its 
integration with other processes for a desired water purity for reusability in the industry as well 
as in the household or as drinking water. Besides the removal efficiency of the overall EC-
membrane hybrid process, the energy consumption was evaluated in the following section.

3.4 Energy Consumption

The calculated energy consumption by the EC-membrane process is presented in Table 5.

Table 5: Energy consumption of EC-membrane process

Energy consumption Formula Results

EC          (5) 27.34 kWh/m3

Membrane filtration     (6) 0.0138 kWh/m3

Total EC-membrane power consumption 27.354 kWh/m3

It is evident from this outcome, that EC is the process in the overall hybrid system that 
holds the main contributing role to the energy consumed in the overall hybrid process. As EC 
is primarily based on applied current for colloidal destabilization, it is predictable that it 
consumes the most energy to treat the volume of BPOME in this study. Though the power 
consumed varies based on reactor geometry, wastewater type, electrolyte conductivity and 
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pollutants present, a similar result was reported by [22], where maximum removal % of a 
specific pollutant (dye) was achieved from textile wastewater by EC treatment with a power 
consumption of 17.04 kWh/m3. However, working with a larger volume with addition of 
supporting electrolytes and employing multiple sacrificial anodes are reported to reduce power 
consumption in EC [23]. The resistance of the wastewater is a crucial determining factor of 
how much voltage is generated in the EC reactor, at a specified current.  

When scaled up with respect to electrode surface area to volume ratio in a 500 ml beaker, 
at the same applied current, the voltage dropped to about 6.5 V. The energy requirement by EC 
can be minimized by scaling up the reactor volume, for instance with 2.5 L working volume, 
despite the low pollutant removal efficiency in EC on wastewater, a very low amount of energy 
was consumed (0.36 kWh/m3).  Therefore, exploring the scale up of the EC reactor volume for 
a reduced power consumption is a strong recommendation to carry this study forward. 

The energy consumed in the crossflow filtration process is mainly due to the pressure 
applied for the feed inlet, retentate and permeate flow. The pressure driving the overall process 
is denoted by the TMP (0.5 bar), the value of which was used in Eq. (6) to calculate the energy 
consumption. The energy consumed in the crossflow filtration of EC treated BPOME was 
0.0138 kWh/m3, which is very small, and therefore, very economical for treating huge volume 
of feed [24]. Similar conclusion was made in the study by [25], where using an ultra-low TMP 
for crossflow filtration, significantly reduced the amount of energy consumed (<0.03 kWh/m3) 
for the ultrafiltration of oil/water emulsions. Further reduction of TMP leads to a much lower 
overall energy consumption, but the overall flux and time taken for the desired permeate 
volume are compromised.  

The total energy consumption of the overall hybrid EC-membrane process was calculated 
to be 27.35 kWh/m3. As a small volume of BPOME had been treated as a batch process in the 
EC study, the energy consumed appears to be large in terms of per m3 of treated sample. 
However, this can be combatted by scaling up the EC process to treat a larger BPOME volume. 
As BPOME undergoes natural biodegradation, its quality was not maintained completely 
constant throughout the experiment. However, storing the sample at 4 C helped to minimize 
biodegradation. The BPOME samples were characterized in every experiment and the average 
value was used to compare the overall treatment efficiencies. Besides, exploring the scale up 
of the EC reactor volume with multiple anodes for a more reduced power consumption is a 
recommendation to carry this study forward. 

4. CONCLUSIONS 
The fouling mechanisms in crossflow membrane filtration of BPOME were analyzed with 

and without adding powdered AC in the EC process prior to the membrane filtration. When 
powdered AC was coupled with the EC process in the BPOME treatment, fouling mitigation 
was noted. The final permeate obtained was 100% free of TSS and color, 99.9% of turbidity 
and 99.7% of COD, with a final COD value of 5±1 mg/L which met the agricultural and 
industrial water reuse standards. Further, the overall energy consumption (27.35 kWh/m3) 
largely resulted from EC, as it was solely based on application of direct current. Based on the 
small working volume used in this study, the high amount of energy consumption is reasonable, 
and can be overcome with effective scale up strategies, which is recommended to carry this 
research forward. Moreover, the subsequent removal of metals with EC, that were initially 
present in the wastewater, measured with ICP-MS, suggests possibilities of further exploration 
of the process for enhanced water reclamation from wastewater. 
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ABSTRACT: Pomacea canaliculata is a type of freshwater snail that has become a major 
pest in paddy fields, as it feeds on young paddy leaves and stems, thus, posing a serious threat 
to paddy production. It was named one of the world's top 100 worst invasive species, with 
serious consequences for the environment, human health, and the social economy. Their 
hatchability rate is high, which explains their global distribution worldwide. Therefore, it is 
vital to manage their hatchability to prevent their population from expanding further by 
understanding the protection that permits the eggs to survive. P. canaliculata eggs are covered 
with a thin layer of cuticle that is rich in protein to protect the embryo during the hatching 
process. The biological treatment with protease enzyme successfully hydrolysed the protein 
cuticle layer, lowering the percentage of hatchability. Disruption of the protein cuticle may 
have an impact on conductivity, water loss, hatching time, protein content, and other factors. 
However, documentation of the protease effect on the protein cuticle is scarce. Therefore, the 
goal of this study is to evaluate the protease treatment on the protein cuticle of P. canaliculata 
eggs physically (conductivity, water loss, and morphological analysis) and chemically (cuticle 
protein content, protein breakdown, and amino acid profile). Physical characterisation 
revealed that protease-treated eggs have higher conductivity and water loss than the control 
egg. Images taken with a light microscope (LM) and a scanning electron microscope (SEM) 
revealed changes in cuticle structure, which explained the protease-induced cuticle 
hydrolysis. Chemical characterisation revealed a decrease in cuticle protein content, 
hydrolysis of protein to a small size, and changes in amino acid composition. The physical 
and chemical analyses strongly suggested that protease can damage the cuticle protein, thus, 
preventing the eggs from hatching.  

ABSTRAK: Pomacea canaliculata adalah sejenis siput air tawar yang telah menjadi perosak 
utama di sawah padi, kerana ia memakan daun dan batang padi yang muda, sekaligus 
menimbulkan ancaman serius kepada pengeluaran padi. Ia disenaraikan antara 100 spesis 
invasif utama dunia dengan kesan serius pada alam sekitar, kesihatan manusia dan sosio-
ekonomi. Kadar penetasannya adalah tinggi, meningkatkan penyebaran mereka secara global 
di seluruh dunia. Oleh itu, adalah sangat penting untuk mengawal populasi ini daripada terus 
berkembang dengan memahami perlindungan yang membenarkan telur untuk hidup. Telur 
P.canaliculata dilapisi dengan lapisan kutikel nipis yang kaya dengan protein bagi memberi
perlindungan untuk embrio semasa proses penetasan. Rawatan biologi dengan enzim protease
telah berjaya menghidrolisis lapisan kutikel protein, sekaligus mengurangkan peratusan
penetasan. Gangguan terhadap lapisan kutikel protein mungkin memberi kesan pada
konduktiviti, kehilangan air, tempoh penetasan, kandungan protein dan faktor lain. Walau
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bagaimanapun, kesan protease ke atas kutikel protein adalah kurang.  Oleh itu, objektif kajian 
ini adalah mengkaji rawatan protease ke atas kutikel protein telur P. canaliculata secara 
fizikal (konduktiviti, kehilangan air, dan analisis imej kutikel) dan secara kimia (kandungan 
protein kutikel, pecahan protein dan profil asid amino).  Ciri fizikal menunjukkan telur yang 
dirawat protease mempunyai konduksi dan kehilangan air tinggi berbanding telur kawalan. 
Imej yang diambil dengan mikroskop cahaya (LM) dan mikroskop pengimbas elektron (SEM) 
mendedahkan perubahan dalam struktur kutikel, yang menjelaskan hidrolisis kutikel yang 
disebabkan oleh protease. Ciri kimia menunjukkan penurunan kandungan protein kutikel, saiz 
kecil pada hidrolisis protein, dan perubahan pada kandungan asid amino. Analisis fizikal dan 
kimia mencadangkan bahawa protease merosakkan protein kutikel, oleh itu menghalang telur 
daripada menetas. 

KEYWORDS:  physical characterisation; chemical characterisation; biopesticide; P. 
canaliculata; eggs 

1.  INTRODUCTION  
Pomacea canaliculata is one of the most devastating pests in the rice farming sector 

because of its voracious hunger for young paddy leaves and stems [1]. It was named one of the 
world's top 100 worst invasive species, with serious consequences for the environment, human 
health, and the social economy. In February 2023, authorities in Perak, Malaysia, seized 10,125 
pax of a banned chemical (fentin acetate) used to control P. canaliculata. The arrest of the 
banned chemical reflects the presence of many P. canaliculata in paddy plots and a lack of 
safety awareness among farmers. The preference of fentin acetate is due to the efficiency and 
fast action in controlling the P. canaliculata even though it is highly toxic to the environment 
and thus prohibited in the country. 

Besides high population, P. canaliculata also has a high fecundity and hatchability rate, 
with females producing 200 to 300 eggs per week, resulting in 8,000 viable eggs per year, with 
80% hatchability [1]. Therefore, managing their hatchability is essential to prevent population 
expansion. Water spraying, egg submersion, plant extracts, enzymes, physical collection, 
regulating temperature and light, and sustained release of niclosamide-gelatine are some of the 
techniques used to manage the hatching [2-6]. Control through its eggs is easier than control 
of the snail itself due to ease of locating eggs based on their bright red colour, fragility at this  
stage, and immobility. However, hatching control must be implemented quickly before the 
eggs hatch in 12-14 days.   

The eggs are covered by a protective layer for embryo survival during the hatching process. 
Thus, the disruption of the protective layer covering the eggs consequently exposed the 
embryos to harsh environments and reduced their chances of hatching. A thin protective layer 
of tissue covering the egg, known as the cuticle, protects it from being dehydrated or infected 
[7]. Therefore, disruption of the cuticle will affect the hatching process. It has been shown that 
cuticle disruption by a biological agent, protease, which specifically targets the cuticle, 
successfully inhibits 86% of hatchability [5]. The disruption of the cuticle may affect its 
physical and chemical factors, such as ion conductivity, water loss, protein content, and other 
factors, which in turn affect hatchability. However, how far the treatment affects those factors 
is under-discovered. Therefore, an understanding of the relationship between protease and 
cuticle protease in terms of chemical and physical characteristics is necessary for a better 
hatching control strategy for P. canaliculata.  

This paper discusses the physical and chemical changes in the cuticle upon protease 
application in order to explore its role in suppressing hatchability among P. canaliculata eggs. 
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The physical characteristics of P. canaliculata eggs treated with protease included 
conductivity, water loss, image analysis, and morphological analysis. Chemical 
characterisation included cuticle protein responses, protein breakdown by SDS-PAGE, and 
amino acid profiling. The results are important in explaining the role of protease in damaging 
the protection around these eggs, thus, promoting mortality as one way to manage snail 
breeding. 

2.  MATERIALS AND METHODS 
2.1  Collection of P. canaliculata Eggs 

About 50 masses of fresh eggs of P. canaliculata were collected weekly from a river bank 
in Simpang Empat, Perlis, Malaysia. The chosen sampling area has a high population of P. 
canaliculata colonies, as evidenced by collective groups of bright red eggs found on vegetation, 
leaves, and floating objects (stakes, twigs, and bottles) above the water's surface. Because the 
eggs were laid at night, the sampling was done early in the morning to minimise discrepancies. 
These eggs have the following characteristics: a soft eggshell, milky red colour, and mucus on 
the surface. The eggs that were mucus-free and a little hard on the eggshell were not considered 
for sampling. During the experiments, the masses of eggs were kept in an open incubator (62 
× 40 × 46 cm) filled with tap water and kept at room temperature of 27 oC to create a humid 
environment as previously described by Meyer-Willere and Santos-Soto with slight 
modifications [8]. The humid condition was demonstrated by observing the condensation 
process. 

2.2  Physical Characterisation Studies 

2.2.1 Conductivities Studies  

The conductivity study was performed according to the method described by Peebles et al. 
with slight modifications [9]. Approximately 5 g of 3-day-old eggs were placed into a small 
basket (4 × 2 cm) before immersing in protease solution from Aspergillus oryzae (Sigma-
Aldrich, USA) ranging from 2.5, 5 and 10 U/mL for 30 min. The protease was diluted using a 
phosphate buffer solution at pH 7. Each experiment was conducted in triplicate. The eggs were 
then rinsed several times with distilled water to remove any protease residue. Then, the 
protease-treated eggs and untreated eggs (control) were immersed in two separate beakers filled 
with 100 mL of distilled water. The conductivity of each beaker was measured every 2 hrs 
using a conductivity meter (EcoScan CON 6, Eutech Instruments).  

2.2.2 Water Loss in P. canaliculata Eggs 

Further assessment of the effect of protease on P. canaliculata eggs was conducted by 
measuring water loss based on slight modifications of the method reported previously [9]. 
Several clutches of 3-day-old P. canaliculata eggs were weighed into 0.5 g each before placing 
them in 15 × 30 cm containers. These containers were then labelled and treated with 1 mL of 
water (negative control), 5 and 10 U/mL of protease, and 0.02 M ethylenediamine tetraacetic 
acid, EDTA (positive control). Based on a preliminary study conducted previously, high 
protease concentrations had a significant effect on the water loss of P. canaliculata eggs. 
Therefore, a high protease concentration range (0, 5, 10 U/mL) was chosen to observe its effect 
on water loss in the eggs. This also reflects the actual implementation where high protease is 
required to maintain efficiency. After 10 min of protease treatment, the samples were dried for 
several minutes and weighed again. These eggs, labelled as day 1, were placed in a desiccator 
with 75% relative humidity (RH), which was achieved using saturated Na2CO3 (Merck, 
Malaysia) in distilled water. The desiccator was then placed in an oven at 30 °C. The weight 
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of the samples was taken daily until day 8 and the eggs were kept in the desiccator until 
hatching time (approximately 12 days). This experiment was performed in triplicate. The water 
weight loss was calculated by dividing the daily weight by the initial weight of the eggs.   

2.2.3 Image analysis 

A single egg was retrieved from the 3-day-old clutch before the clutch underwent treatment 
with 10 U/mL protease solution in phosphate buffer (0.02 M, pH 7). The untreated egg served 
as a control. Images of the single egg for both samples were captured from four different angles 
five times daily to ensure the accuracy of the results. The captured images were then analysed 
using the JIMAGE 1.4 software. The clutches (protease-treated and controlled) were then 
placed in the breeding chamber for incubation. The colour changes of both clutches were 
examined under a dissecting microscope (DBA 200, MOTIC, China) at 4× magnification. 

2.2.4 Scanning Electron Microscope 

The eggshells of the 10 U/mL protease-treated sample and the control were prepared and 
loaded on the double tape of the specimen stub. Then, the eggshells were coated with platinum 
using an auto-fine coater (JFC-1600, Tokyo, Japan), and later, observed using the scanning 
electron microscope (SEM) under 1,000× magnification.  

2.2.5 Statistical Analysis 

All data were analysed using Microsoft Excel 2010 with a probability level of less than 
5% (p < 0.05) was regarded as statistically significant and contributed to the analysis. 

2.3  Chemical Characterisation Studies 

2.3.1 Response of Cuticle to Protease 

The cuticle protein response towards protease was studied by placing 5 g of 3-day-old eggs 
in a basket (5 × 3 cm), which were treated with different concentrations of 100 mL of protease 
(0-5 U/mL) and EDTA (0-0.08 M) for 30 min. The eggs were then rinsed using distilled water 
before being immersed in 100 mL of 0.5% SDS for 10 min [10]. The protein content of the 
removed cuticle in each treatment was determined directly at an absorbance of 280 nm, with 
0.5% SDS as the blank. All analyses were conducted in triplicate. The absorbance data of 
protease treatment and EDTA as a positive control was reported in %.  

2.3.2 Cuticle Protein Analysis Using SDS-PAGE 

The hydrolysis of cuticle protein after the protease treatment was evaluated based on SDS-
PAGE analysis. The analysis was conducted to prove that the cuticle protein was broken down 
into a small fraction of protein. In this analysis, 5 g of 3-day-old eggs were loaded into a basket 
and treated with 5 mL of phosphate buffer (0.02 M, pH 7) in a beaker for 15 min, with gentle 
stirring and kept at 4 °C. Approximately 1 mL of the supernatant was treated with 0.02 mL of 
protease (20 U/mL) solution for 10 min at 37 °C. The SDS-PAGE analysis was conducted 
using a Bio-Rad kit (Bio-Rad Laboratories Inc., California). The samples were solubilised with 
SDS-sample buffer containing -mercaptoethanol (BME) and boiled for 5 min at 95 °C before 
resolving with 10% SDS-PAGE. Precision Plus (Bio-Rad Laboratories Inc., California) was 
used as the protein marker. Electrophoresis was conducted for 1 hr at 100 V (Biorad Mini-
protean II Electrophoresis System, Bio-Rad, California), and was stained with silver staining 
[11]. 
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2.3.3 Amino acid Profile of Cuticle Protease-treated Egg

Amino acid profiling of cuticle protein was conducted using the acid hydrolysis method, 
as reported by Piecyk et al. with several modifications [12]. Approximately 2 g of 3-day-old 
eggs were treated; one sample with water (control) and one sample with 2.5 U/mL of protease 
for 30 min, and these samples were later dried. Next, the samples were placed into crucibles 
before being mixed with 5 mL of 6 M HCl, and these crucibles were heated at 100 °C for 24 
hrs. Then, 2 mL of 10% isopropanol was mixed into the hydrolysed eggs before undergoing 
centrifugation at 8,000 rpm for 10 min. The filtrates obtained underwent amino acid analysis 
using EZ:faastTM kit (Phenomenex). This treatment was conducted in triplicate. 

3.   RESULTS AND DISCUSSION
3.1 Physical Characterisation of Protease-treated Eggs

3.1.1 Conductivities of Protease-treated Eggs 

Figure 1 shows that the conductivity of protease-treated eggs increases proportionally with 
protease concentration and is saturated at a protease concentration of more than 5 U/mL. The 
conductivity of the eggs following 2.5 U/mL of protease treatment was 14.9 μS/hr, then 
increased to 16.5 μS/hr following treatment with 10 U/mL of protease. The p-value is 0.01178 
and is statistically significant. Due to the protease concentration being close between each 
concentration, only concentrations of 0 and 10 U/mL statistically affect the conductivity 
reading. 

Fig. 1: Conductivity of P. canaliculata eggs following protease treatment.
                                   (Note: different superscripts signify significant mean differences)

Conductivity centration increased parallelly with the protease treatment, thus 
demonstrating the action of protease in hydrolysing the cuticle protein. Initially, the cuticle was 
plugged into the eggshell pores, however, after protease treatment, it exposed the pores and 
increased the permeability of the eggs. Subsequently, more ions from the egg liquid, such as 
Ca2+, K+, Na+, and H+ diffused out into the solution and increased the ionic strength. This 
passive diffusion occurred due to the concentration gradient, in which the ions in the inner part 
of the eggs have a higher concentration than the outer part, and obeyed Fick’s law. A previous 
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study demonstrated the salting effect in food preservation, in which the film representing the 
membrane diffused inorganic salt solution ions, Na+ and K+, into the biosolid [13]. 

It was reported that the increase in electrical conductivity was caused by a number of 
factors, including structural changes in the tissue and protopectin breakdown [14]. The 
excessive diffusion of ions from the interior egg liquid to the external environment 
demonstrated the changes in cuticle protein structure, thus affecting the hatching process.

3.1.2 Water Loss of Protease-treated Eggs

Protease treatment is also found to affect the rate of water loss in the eggs, as presented in 
Fig. 2. The water loss rate was faster in protease-treated eggs compared to negative control 
eggs (0 U/mL). An increment of 25% and 61% of water loss rate was recorded in the eggs 
following treatment with protease and EDTA (positive control), respectively.  The protease 
treatment (0, 5, and 10 U/ mL) statistically affects the water loss, while protease 10 U/mL and 
EDTA as positive control work in a similar manner. The p-value for the analysis is 7.6 x 10-5

and is statistically significant. 

The increment pattern of water loss indicated the effect of protease and EDTA in digesting 
the cuticle of P. canaliculata eggs, which reduced the barrier created by the cuticle and exposed 
the pores, resulting in high water loss rates. On the contrary, the negative control eggs 
possessed high-density cuticles that covered and blocked the pores, thus, creating a barrier from 
excessive water loss. The weight loss of these eggs was entirely dependent on the water vapor 
diffusion of albumen across eggshells and has been used as an indicator for successful 
hatchability in a variety of animal models [15].   

In this current study, water loss in eggs was primarily caused by water evaporation through 
the eggshell; thus, removing the barrier formed by the cuticle and accelerating the evaporation 
of water from the cuticle. These results were consistent with findings reported by Galvez et al. 
in a study on removing the cuticle layer of an avian egg, which resulted in increased 
conductance and water loss [16]. Nonetheless, removing the cuticle using acetic acid, vinegar, 
and citric acid, particularly in the hatchery sector, has helped increase the water loss rate and 
improve quail egg hatchability. Although removing cuticles using a washing solution is a 
common practise in modern hatcheries to promote hatching, the conditions are different for 
snail eggs, which are sensitive to cuticle disruption. 

Fig. 2: Water loss in P. canaliculata eggs following protease treatment.
                                     (Note: different superscripts signify significant mean differences)
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The permeability of the eggshell influences water vapour diffusion from the egg interior 
to the external environment. Initially, the eggshell has a tolerable permeability due to the 
presence of cuticle protein, which coats the wall of the pore interior from the eggshell exterior 
as a 'pore plug'. Its function is to regulate water vapour and electrical conductivity; however, 
the coating was removed after protease treatment, exposing the eggshell to the external 
environment and increasing its permeability. The high permeability thus allows excess water 
loss and an increase in electrical conductivity, consequently affecting the hatchability. 

3.1.3 Image Analysis

The colour changes between the untreated (control) and protease-treated eggs (10 U/mL)
were observed under a light microscope, as shown in Fig. 3. The control eggs showed variations 
in cuticle distribution and were red in colour from day 1 after oviposition until day 7. On day 
8, the colour of the control eggs was a bit dull and became more intense as they passed day 9, 
which turned white on day 10, as an indicator of the hatching process (Fig. 3a). 

The control eggs hatched on day 11. However, the eggs treated with protease appeared 
reddish in colour due to the absence of the cuticle and remained as they were until day 8, and 
then, some of the eggs turned dull in colour on day 9. The dull colour remained throughout the 
incubation period without any sign of hatching until day 11 (Fig. 3b).

        

             Fig. 3: Colour changes of P. canaliculata eggs: (a) control; and (b) protease-treated.

The eggs have a high red perivitelline fluid content during the early stages of embryo 
development, which provides nutrition for the growth of the embryo and influences the eggs to 
be red in colour. However, when hatching time approached, the liquidity of the perivitelline 
fluid began to decrease, thus, the eggshells turned white and became thinner. On the other hand, 
the volume of perivitelline fluid remained the same in the protease-treated eggs, and the 
eggshells remained red and thick, as no embryo was developing and no perivitelline fluid was 
taken up.
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(a) Control egg (b) Protease-treated egg

Fig. 4: The colour of (a) a control egg and (b) a protease-treated egg observed 
under a light microscope at 40× magnification.

The colour of a single control egg and a protease-treated egg was captured, and the effect 
of protease treatment is shown in Fig. 4 and 5, respectively. Particle analysis using JIMAGE 
was conducted to quantify the reddish areas caused by protease treatment in the captured 
images. The control egg showed a thin white layer of cuticle surrounding the egg. In contrast, 
due to protease treatment, the cuticle layer was diminished and exposed the protease-treated 
egg to become more reddish than the control egg, as well as leaving some swelling spots. 
Hence, protease has played a crucial role in disrupting the cuticle at this point, which promoted 
ion and water loss, and consequently, affected the hatching process. This observation was 
comparable to those made by Khan et al. in a study of the effect of Paecilomyces lilacinus
treatment on Meloidogyne javanica eggs [17]. The protease and chitinase excreted by 
Paecilomyces lilacinus hydrolysed the vitelline and lipid layers of the Meloidogyne javanica
eggs, allowing other metabolites to enter the eggs and resulting in a swelling effect.

(a) Control egg (b) Protease-treated egg

Fig. 5: The effect of protease treatment on P. canaliculata egg.

Particle analysis reveals that the red area increases linearly with increasing protease 
concentration, regardless of the age of the eggs (Fig. 6). Initially, the red area on the untreated 
eggs was 38%, which gradually increased to 84% following 10 U/mL of protease treatment. A 
high red zone indicated high cuticle layer digestion, which in turn affected the hatchability of 
P. canaliculata eggs. These results demonstrated that the cuticle layer was successfully thinned
by the protease, which also made the red colour of the eggs more obvious.
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33



IIUM Engineering Journal, Vol. 25, No. 1, 2024 Mohd Salleh et al.
https://doi.org/10.31436/iiumej.v25i1.2732

Fig. 6:  Effect of protease treatment on the red zone development of P. canaliculata eggs.

3.1.4 Scanning Electron Microscope
The effect of protease treatment on cuticle protein is further confirmed through 

morphological analysis using scanning electron microscopy (SEM), as shown in Fig. 7.

Fig. 7: SEM images of (a) control eggshell, (b) protease-treated eggshell, (c) cross-section of control 
eggshell, and (d) cross-section of protease-treated eggshell at 1,000× magnification.

The morphology of the control egg shows a homogeneous distribution, fluffy surface, and 
high cuticle coverage across the eggshell surface (Fig. 7a). The protease-treated egg, on the 

Eggshell cuticle

Eggshell cuticle
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other hand, exhibits a heterogeneous distribution, rough surface, shrinkage, coagulation, low 
cuticle coverage, and some cracking patterns on the eggshell surface (Fig. 7b). The cross-
section image of the eggshell reveals that the control eggshell has a thick layer of cuticle (Fig.
7c), in contrast to the thin layer of cuticle seen on the protease-treated eggs (Fig. 7d). The 
morphology of the control eggs indicated a healthy cuticle structure. The cuticle protects the 
embryo from microbial contamination by plugging the pores, while controlling gas exchange 
and water vapour loss during the hatching process. However, following protease treatment, the 
cuticle layer was destroyed as a ‘pore plug’ and became thin, as demonstrated by the cuticle 
coagulation appearance. The hydrolyzation of the cuticle protein reflects the changes not only 
in the protein content of the cuticle but also in the electrical conductivity and water loss, which 
are potent factors for the development of the embryo. The disruption of the cuticle reflects the 
failure of its role as the main defence agent for the fragile embryo, resulting in poor 
hatchability. Quanlin et al. reported a similar observation when treating avian eggs with EDTA 
for cuticle removal, in which the cuticle appeared rough [18].  

3.2 Chemical Characterisation in Conductivities Studies

3.2.1 Analysis of Cuticle Response to Protease Treatment

Cuticle protein levels decrease proportionally with increasing protease concentration, as 
shown in Fig. 9. The cuticle protein concentration has reduced from 100% to 29% following 5 
U/mL of protease treatment. The cuticle protein of eggs treated with EDTA also showed a 
similar reduction pattern as those treated with protease. These analyses showed the function of 
protease in hydrolysing the cuticle protein. Other hydrolytic enzymes, such as chitinase and 
collagenases produced by other fungi have been reported to hydrolyse the cuticle of plant-
parasitic nematode eggs [19].

Fig. 9: The cuticle protein response due to protease action.

3.2.2 Analysis of Cuticle Degradation Using SDS-PAGE

To further study protease action on cuticle protein, the SDS-PAGE analysis is conducted, 
as shown in Figure 10. The marker is shown on the left side of this figure. The analysis results 
showed that protease appeared in several estimated sizes of 80, 49.1, and 28 kDa. Casein (C) 
was used as a control since protease is involved in casein hydrolysation to tyrosine. Based on 
the findings, casein was approximately 20.6 kDa in size and appeared in a thick line, 
consequently being hydrolysed into a very fine line following protease treatment (C-E). The 
cuticle protein extracted with phosphate buffer (PBS) revealed several peptides with high 
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intensity at protein sizes ranging from 38.4 to 7.1 kDa. However, following protease cleavage 
(PBS-E), the cuticle protein was broken down to form small peptides in the PBS-E 
hydrolysates, with lower intensity of low molecular weight peptide fractions, namely 33, 15, 
and 8 kDa. On the other hand, the cuticle treated with phosphate buffer (prior to protease 
treatment) was identical to casein, C, at 20.6 kDa. However, following protease treatment, both 
PBS-E and CE showed no protein band at 20.6 kDa, which were possibly cleaved into even 
smaller protein sizes. These results clearly show that the cuticle protein of the eggs is 
completely hydrolysed by protease, as shown in Fig. 10. 

Fig. 10: The bands of SDS-PAGE for casein (C), casein treated with enzyme (CE), cuticle in phosphate 
buffer, treated with enzyme (PBS-E), 20 U/mL of protease (20E), cuticle protein treated with protease 

(Eggs), and cuticle extracted with phosphate buffer at pH 7 (PBS).

3.2.3 Analysis of Amino Acid Profile of the Treated Cuticle

The reduction in cuticle protein, as a response to protease, is supported by amino acid 
analysis results, as shown in Fig. 11. 

Fig. 11: The amino acid analysis of cuticle protein following protease treatment.
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Based on Fig. 11, the cuticle protein of P. canaliculata eggs contains 11 major amino acid 
components, prominently methionine (2,500 nmol/mL), tyrosine (1,400 nmol/mL), and 
glutamine (1,200 nmol/mL), followed by other amino acids, namely leucine (800 nmol/mL), 
glycine (700 nmol/mL), and proline (600 nmol/mL). These amino acid groups were reduced in 
parallel with the increasing protease concentration following treatment, except for proline. The 
major amino acids that were reduced the most were tyrosine (68%) and methionine (54%). 
Tyrosine provides an excellent substrate for protease action. This could explain the increased 
protease action in hydrolysing amino acids in the cuticle protein. These findings showed 
several similarities with amino acids found in the eggshell of a land snail, Cornu aspersum, 
which contained leucine, tyrosine, lysine, and small amounts of methionine [20]. However, 
avian cuticles were found to be rich in glycine, lysine, aspartic acid, glutamic acid, tyrosine, 
and arginine. The diverse compositions of amino acids among different species are important 
in accommodating the growth requirements of the embryos.  

The hydrolysis of cuticle protein by protease is depicted clearly by SDS-PAGE and amino 
acid profiling. The cuticle protein disintegrated into small fractions and changed in terms of 
amino acid concentration. The changes in the chemical content of cuticle protein thus play a 
major role in impaired cuticle function which in turn affects the hatchability. As a result, 
protease treatment influenced both the physical and chemical properties of cuticle protein 
during the hatching process. Protease enzyme treatment could be one option for controlling the 
P. canaliculata population through egg management.   

4.    CONCLUSION 
This study showed that the mechanism of protease was not only physically affecting the 

eggs, but also chemically through the disruption of their cuticle protein. Protease was found to 
coagulate the cuticle layer on the surface of the eggs, and increased conductivity and water loss 
rate, while causing swelling and highlighting the red colour of the eggs. The reduction of cuticle 
protein and protein breakdown showed the effectiveness of protease in digesting cuticle 
protein, which led to the un-hatchability of the eggs. The damage to the cuticle protein 
subsequently interrupted the functions of the cuticle in protecting the eggs from microbial 
penetration, dehydration, and gaseous exchange. As all crucial factors for embryo survival were 
affected by the disruption of the cuticle, consequently, the hatchability of the eggs was also 
affected. In conclusion, this study of the mechanism of protease action on P. canaliculata eggs 
has provided more knowledge for the management and control of the snail population. This 
study, however, was limited to the use of commercial protease on P. canaliculata eggs on a lab 
scale. However, it can be useful to have a basic understanding of the protease action against 
cuticle protein for field applications. It is suggested that synthesis protease from microbes or 
plants be used to reduce costs while still providing the same action to the cuticle protein. Future 
research should focus on the application of synthesized protease in the field, taking into account 
temperature, intact time, humidity, storage stability, spray method and other factors that may 
impair protease efficiency in eggs. The protease application is relevant in managing P. 
canaliculata population, beginning with the most vulnerable stage of its lifecycle, the egg. The 
management of eggs is simpler than the management of matured snails because their eggs are 
fragile and easy to locate due to their bright red colour. The potential of protease used as 
biopesticides for crop protection can’t be denied. It can be used in liquid form and sprayed on 
the target, P. canalculata egg. Therefore, the protection strategy by protease in managing P. 
canaliculata eggs can be a good alternative and can consequently facilitate the reduction of 
their distribution, and mitigate the damages done by these snails to protect paddy production 
from future extinctions. 
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ABSTRACT:  Dechlorination of crude palm oil (CPO) to prevent toxic contaminant 
formation inspired studies of applying alkaline in its treatments. This paper reports 
distribution of hydroxide ion (OH-) from sodium hydroxide (NaOH) and sodium silicate 
(SS) between aqueous solution and CPO under equilibrium systems to moderate its presence 
in CPO and minimize saponification. In this study, OH- was determined through pH 
measurements, which also indicated sodium hydroxide (NaOH) presence. Filtered CPO was 
mixed with SS solution at room temperature in various volume ratios and SS concentrations 
under 800-rpm agitation before being settling down to form layers of liquids. The One-
Factor-in-A-Time approach was used to optimize the ratio. Acid value test and GCMS 
analyses were used to determine free fatty acids. Calibration curve construction revealed 
0.0818 of OH- dissociation constant. SS solution could turn to acidic at 6.344 × 10-5 g/ml of 
concentration probably due to hydrated silica. Using 0.01 g/ml SS solution, volume ratios 
between CPO and SS solution spanning from 0.33 to 3 were all under alkaline conditions 
but decreasing OH- concentration, where 2 liquid phases only appeared in the ratio of 2.33 
and 3. Concentration of SS was then varied for the 2.33 volume ratio and a sigmoid trend of 
OH- increase was evident. The McCabe-Thiele plot revealed OH- equilibrium below 
operating line suggesting its extraction impossibility to CPO. 

ABSTRAK: Penyahklorinan minyak sawit mentah (MSM) bertujuan mencegah 
pembentukan bahan cemar toksik telah mendorong penggunaan alkali dalam rawatan 
minyak itu. Manuskrip ini melaporkan taburan ion hidroksida (OH-) daripada sodium 
hidroksida dan sodium silikat (SS) antara larutan akueus dan MSM di bawah keadaan 
penampan untuk mengurangkan kehadirannya dalam MSM bagi mengelakkan pembentukan 
sabun. Dalam kajian ini, kepekatan OH- ditentukan melalui pengukuran pH, yang juga 
merupakan petunjuk kepada kewujudan NaOH. MSM yang ditapis dicampur dengan larutan 
SS pada suhu bilik dalam pelbagai nisbah isipadu dan kepekatan di bawah pengadukan 800 
rpm sebelum diendapkan untuk membentuk lapisan cecair. Pendekatan Satu-Faktor-Sekali 
telah digunakan untuk mengoptimakan nisbah tersebut. Ujian nilai asid dan analisis GCMS 
digunakan untuk menentukan kandungan asid lemak bebas. Penjanaan lengkung penentu-
ukuran membolehkan pemalar pelepasan OH- diperoleh iaitu 0.0818. Larutan SS boleh 
bertukar asid pada kepekatan 6.344 × 10-5 g/ml mungkin disebabkan silika yang terhidrasi. 
Dengan menggunakan larutan SS 0.01 g/ml, nisbah isipadu antara MSM dan larutan SS dari 
0.33 ke 3 berkeadaan alkali dan menurun kepekatan hidroksida. 2 fasa cecair hanya wujud 
pada nisbah 2.33 dan 3. Kemudian kepekatan SS diubah-ubah untuk nisbah isipadi 2.33 itu 
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dan corak sigmoid hidroksida diperoleh. Plot McCabe-Thiele mendapati keseimbangan 
kepekatan hidroksida berada di bawah garisan operasi menunjukkan pengekstrakan adalah 
mustahil berlaku terhadap OH- ke dalam MSM. 

KEYWORDS: Dechlorination, crude palm oil, hydroxide, sodium silicate solutions, 
extraction. 

1 INTRODUCTION 

Malaysian palm oil has been banned by European Union (EU) due to the issue of 3-
monochloropropandiol (MCPD) ester and glycidyl esters. These two contaminants are 
carcinogenic. Thus, a requirement of 1.25-ppm and 1-ppm maxima are imposed respectively 
to enter their market. Many removal methods of the contaminants have been tested either in 
lab scale or industrial scale.  

MCPD diesters are normally generated from triglycerides after their glycerol molecules 
have been attacked by chlorine or chloride in nucleophilic substitution reactions under acidic 
aqueous solution environment to form chloropropanols [1]. The production of 2-MCPD and 
3-MCPD derivatives is in a five-atom cyclic carbocation intermediate mechanism or a three-
member epoxide ring structure. Formation of MCPD fatty acid diester is usually by heating a 
mixture of triheptadecanoin and lindane (an organochlorine agent) and MCPD diester 
formation was found to be significant at 200°C and above, but not at temperatures between 
100°C and 180°C. The observation could not be explained by any of the reported cation or 
glycidol mechanisms suggesting that under low moisture, high temperature conditions, 3-
MCPD esters formation may have a new mechanism with chlorine. In this case, triglycerides 
and chlorine are probably precursors to the MCPD diester synthesis: cyclic acyloxonium or 
glycidyl ester 3-MCPD monoester and diester synthesis, beside acidity, catalyst and moisture 
[2].  

Several efforts have been made by Malaysia Palm Oil Board (MPOB) to help local 
industries comply standard palm oil mill requirement such as cleaning palm oil fruits bunch 
before extraction [3-5], segregation of sterilizer condensate and empty fruit bunch streams 
from primary CPO production [6], liquid-liquid extraction with a polar solvent solution [7] 
and pre-treatment process using dechlorinating agent. Dechlorination of CPO is particularly a 
new approach as a result of a regulation implemented by MPOB in 2019 [8]. Enforcement of 
this regulation is however still pending because of the difficulty in getting a practical 
technique to conduct the dechlorination in mills as there are several forms of chlorine in 
CPO.  

Currently available patent is by using magnesium silicate in CPO bleaching, which 
resulted in significant reduction of 3-MCPD ester in refined- bleached- deodorized palm oil 
in some refinery processes [2]. Magnesium chloride synthesized from the dechlorination 
reaction is water soluble. In general, reactions in an heterogenous system was usually 
deteriorated by mass transfer problems. In synthesis of a chemical process, liquid-liquid 
system is generally more practical and economical. CPO is currently washed by using raw 
water, but the supplied general raw water usually contains chlorine for killing germs and 
microbes. Thus, an additional dechlorination system must be applied to treat the raw water 
before the CPO washing. The amount of the treated water used to remove chlorine in CPO is 
a lot because of the solubility issue of organic chloride. Therefore, an alternative liquid-liquid 
system is in need to reduce the cost. 
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Dechlorination using alkaline has the potential to remove chlorine both in raw water and 
CPO, but hydroxides (OH-) can react with FFAs to form soap, which can unfortunately 
decrease the oil's quality. The presence of OH- from common alkaline such as NaOH can be 
moderated in a liquid-liquid equilibrium by using sodium silicate (SS) that may behave like a 
buffer [9]. MPOB collaborates with us, in this regard, under a grant given by Ministry of 
Higher Education, Malaysia. Preliminary works of testing SS dilute solution in CPO were 
done, but no report was published due to inconsistent results. Issues with physical property of 
OH- and NaOH dissociated from SS perhaps needs to be resolved. Therefore, the effect of the 
ratio between CPO and SS solution on the OH- concentration needs to be investigated and 
optimized to achieve the desired level of chlorine. This study aimed to investigate the effect 
of the ratio between crude palm oil (CPO) and SS solutions, and the SS concentration on the 
OH- concentration in the various mixtures. The results of this study can provide valuable 
information for the CPO dechlorinating process and improve the quality of the final product. 

2 EXPERIMENTAL METHODS 

2.1 Materials 

CPO was collected at Felda Lepar Hilir 3. The CPO sample was then filtered and stirred 
to ensure homogeneity. SS powder supplied by Bendosen was diluted in deionized water and 
distilled water to prepare its solution. Analytical grade of iso-propyl alcohol and hexane 
supplied by HmBG Chemical was used for gas chromatography GCMS analyses. Absolute 
ethanol from Fluka was applied in FTIR analysis for cleaning lens and in pH measurement 
for cleaning the probe tips and pH buffer solutions of 4, 7, and 10 from Mettler Teledo were 
used in calibrating pH meter. 

2.2 Experimental Design and Extraction Tests 

CPO and SS solution were mixed at 40°C (equivalent temperature to clarifier in most 
mills) in the volume ratios that were varied based on One Factor at a Time (OFAT) in 
beakers. The beakers were attached with 1-mm scale graph paper to measure thickness of 
liquid layer as shown in Fig. 1. The volume ratios varied between 1:3 and 3:1, including 
replicates as suggested by Design Expert ver.7 software. The concentration of SS was 0.01 
g/ml as proposed by Malaysian Palm Oil Board (MPOB) and the companies that applied SS 
in palm oil mills [10]. Mettler Teledo pH meter giving reading up to 2-decimal place was 
employed to measure pH after 12 h of mixing, from which OH- concentrations were 
calculated and the response variable. Table 1 shows the ratio of the liquids in continual, 
fractional values within 100 ml of total volume for 7 points including replicates.  

Fig. 1. Heated, stirred beaker for reactive mixing and settling of SS and CPO 

Oil 

Aqueous 
layer 
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Table 1. Volume Ratios between CPO and SS solution 

Run Volume Ratio of CPO 
TO SS 

CPO  
(ml) 

SS 
(ml) 

1 3.00 75 25 

2 1.67 62.5 37.5 

3 0.33 25 75 

4 0.33 25 75 

5 2.33 70 30 

6 1.00 50 50 

7 3.00 75 25 

The experiment was then repeated by varying the concentration of SS solution from 
0.0004 g/ml to 0.25 g/ml. The volume ratio of CPO:SS solution was kept constant at 7:3 
because the others did not remain 2 clear liquid layers. Table 2 shows the concentration of the 
SS within 100 ml of total volume for 7 points including replicates. 

Table 2: Concentration of SS Solution 

Run Concentration of SS  
(g/ml) 

1 0.0626 

2 0.1252 

3 0.0004 

4 0.2500 

5 0.0004 

6 0.1875 

7 0.2500 

2.3 Dissociation of Hydroxide Ion from SS solution 

Silica in low concentration of SS solution may pose acidic mixture due to bonding of 
silicon and oxygen at various structures [11]. The standard solutions of SS solution were 
prepared by using the half-serial dilution method [12] to avoid pipetting mistake. The dilution 
started with 0.01 g/ml of SS.  

pH meter with 2-decimal point reading was preferably used to get immediate results. 
Other analysis methods, such as using titration would not get the actual OH- because of 
equilibrium shift during neutralization. The pH meter was calibrated by using three buffer 
solutions of different pH. Eq. (1) shows the dissociation of SS to form sodium hydroxide 
before OH- is formed in Eq. (2). 

  (1) 

NaOH→ Na+ + OH- (2) 
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OH- from SS was calculated via the equation of pH [13] 

2.4 Profile of Crude Palm Oil by using GC-MS 

Initially, CPO was filtered by using hydrophobic syringe filter made of PTFE in a 0.45-
μm thickness and 25-mm diameter of a disc to separate suspended particle and aqueous 
solution. 1 mL of isopropyl alcohol or hexane solvent was mixed with 100 L of the filtered 
CPO in vials by using micropipette. A gas chromatography, Agilent 6890 model, equipped 
with mass spectrometry detector (GC-MS) was used to analyze the analytes. The oven of the 
GC was mounted with SGE BPX5 column with the dimension of 30-meter length, 0.025-mm 
diameter and 0.25-μm film thickness. The oven temperature was raised from 40ºC at 10 
ºC/min to 300ºC and remained at that temperature for 5 min.  

2.5 Acid value determination by using auto-titrator. 

Free fatty acid is normally formed during CPO storage [14] and periodical analysis was 
done to check its content. The procedure followed the acid value analysis standard namely 
MPOB Test Method c2.7:2004 which is also equivalent to AOCS Te a-64(1997)[15]. Free 
fatty acid problematically forms soap with NaOH and its quantity could be determined from 
the acid value analysis. 0.1 mol/L potassium hydroxide (KOH) solutions were prepared by 
dissolving KOH pellets in distilled water by using 1-L volumetric flask. The KOH solution 
was then used as a titrant to the auto-titrator from Metrohm, 785 DMP Titrino model.  pH 
electrode LL Solvotrode (8.109.1586) Metrohm AG 9101 Herisau was used as the probe. The 
room temperature was set at 28 ºC.  Initially, the system was calibrated with pH 7 buffer 
solution and the actual pH reading was set as the end point. The sample was prepared by 
diluting 5 ml of filtered CPO in 75 ml of isopropanol. The reading of pH and volume of KOH 
being used were recorded and analyzed. A blank test of isopropanol solvent was also 
included in the analysis. The titrations were repeated at least twice and the ceramic 
membrane of the pH probe was rinsed between the analysis runs by using absolute ethanol as 
this titration involved fatty liquid.  

3 RESULTS AND DISCUSSION 
Hydroxide ion is the key conjugate to sodium ion in NaOH that will be involved in the 

dechlorination reaction. The reaction was assumed to simultaneously occur when chloride 
was present in aqueous media or OH- diffused to the organic phase of CPO, but the results 
will not be the focus in this report. Preliminary characterization of chemical and physical 
properties in perspective of extraction are presented here to further design the concept of 
dechlorination later.  

3.1 Dissociation of Hydroxide Ion from Sodium Silicate Solution 

Information of pH on SS solution is necessary before its application to any liquid due to 
variety of silica structure from different suppliers and sensitivity of silicon to any presence of 
other ions, heat and light as a semiconductor element. Silica can form silicic acid in very 
dilute conditions. OH- was determined from pH readings using Eq. (3)[16]. 

141 10
10 pHOH

C
(3) 

Fig. 2 shows pH of SS solution at various concentrations. Two trends of data were 
captured by different models. By using the nonlinear regression in SigmaPlot 10, data was 
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fitted (R2 > 0.95) with logarithmic Eq. (4) and quadratic Eq. (5) as respectively shown in Fig. 
2(a) and (b).  

(4) 
26.99 157794.2 2484503101.2SS SSpH C C (5) 

where, CSS denotes the concentration of SS solution in g ml-1. 

Fig. 2. pH at various SS concentrations 

Based on the model, the logarithmic model of pH gives pH for 1 molar of SS 11 times 
lower than that of 1-M NaOH. This was probably the incomplete OH- dissociation from SS at 
an equilibrium at room temperature. A further analysis on molarity of SS and OH- revealed 
direct proportion in linear trendline from origin on their graph where its gradient is the 
dissociation constant of component, KD, as shown in Eq. (6) at 28°C.  

2 3

0.0818D

OH
K

Na SiO
(6) 

The model of the plot is, however, valid until 6.344 × 10-5 g/ml because pH dropped below 
pH 7 and formed a curve as shown in the small graph in Fig. 2. Hence, acid condition clearly 
appeared below this concentration. The quadratic model that fitted it has a minimum pH 4.48 
at 3.17 × 10-5 g/ml prior to a decrease until pH 7 when the concentration is 0. Perhaps, several 
form of silica structure created the acidic condition [9] in the form of silanol (Si-O-H) 
functional or silicic acid (SiO4

4-) groups, thus silica falls under the category of acidic ligand, 
inorganic minerals and exhibits hydrophilic properties [17]. A comparison with pH of blank 
water indicated that about 10% difference in zero error of calibration revealed thus dissimilar 
standard reduction potential according to the Nernst equation for a pH measurement [18]. 
Therefore, the sample without SS would not be used as the reference in the calibration. Silica 

a) 

b) 
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from SS solution can be measured by using FTIR in the vibrational band in range between 
1150 and 950 cm-1. However, upon checking, its zero error was above 1% and this method is 
not practical for dilute SS solution.  

3.2 Crude Palm Oil Profile and Free Fatty Acid Content 

Analyses of chromatogram using mass spectroscopy detector were initially conducted by 
diluting CPO samples with isopropanol, the common solvent in AOCS titration analysis [19], 
but the GCMS analyte formed unclear layer of different density after a few minutes left on 
the autosampler rack. Result of replicates were not consistent with their original samples. 
Solubility of oil impurities might be the issue. Hence, hexane was used and able to minimize 
deviation of results with replicate analyses. Fig. 3 shows the chromatographic analysis result 
of CPO using hexane solvent in GCMS. Palmitic acid, or n-hexadecanoic acid had 40.20 % 
of fat at retention time of 17.975 min. Oleic acid and stearic acid or octadecanoic acids had 
46.76 % and 9.62 %, respectively. These results were supported by Montoya, Cochard [20], 
which were close to 50 % of fat in palm oil was saturated, including 44% palmitic acid 
(C16:0), 5% stearic acid (C18:0), and traces of myristic acid (C14:0). About 40% of the fatty 
acids were unsaturated, including 10% polyunsaturated linoleic acid (C18:2) and linolenic 
acid (C18:3). Nonetheless, from the chromatogram analysis results, separation of FFA and 
conjugated fatty acids in glyceride was not possible using the SGE BPX5 column. 
Comparison between the fatty acid QUAL results and FFA content from acid value titration 
showed large differences. From the acid value test, FFA content of the sample used in the 
GCMS analysis was only 7.9 %. That sample was 7 days after collection. Initial collection, it 
was about 3%.  

 

Fig. 3. Chromatogram of CPO Using GCMS 

3.3 Effect of CPO-SS Volume Ratio 

The pH reading decreased from 10.10 and plateaued out at 8.16 with the higher CPO 
volume. pH 8.16 was probably the value of buffering for SS in the mixture. The response of 
OH- concentration on various volume ratios of CPO and SS from 1:3 to 3:1 is shown in Fig. 
4. The increase in the ratio decreased the OH- concentration, but no minimum at any pH was 
registered like the one previously resulted in the calibration curve at very low concentrations 
of SS probably due to the absence of acids from silica and free fatty acids (FFA). Pandey, 
Larroche [21] reported that pH of CPO was usually from 3.6 to 5.1, which is slightly acidic 
due to the presence of FFA from the hydrolysis of oil. In this study, the acid value analysis 
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revealed FFA content between 7.79 and 8 wt% in the CPO. Although this indicates that the 
oil samples degraded and its quality became off-spec for refinery process due to long storage 
in the experiment, pH remained above neutral with the presence of SS solution. The plot 
shows concave up decreasing shape. 

One Factor Design (OFD) analysis was used to optimize the process and the correlation 
between concentration pH and the volume ratio is expressed in Eq. (7). This quadratic model 
was suggested among other polynomial models and parameters with the F value of 1.48 for 
Lack of Fit in Residual, indicating that this model significantly fitted the data.   

mol/L (7) 

Where,  is volume ratio between CPO and SS. The above neutral and alkaline pH would 
not last. 7.41 × 10-5 mol/L, is the smallest concentration of OH- could drop when CPO was 
more, Na2O from SS was no longer available and hydrogen ion from acids or FFA became 
dominant, thus the buffering equilibrium had been breached.  

 

Fig. 4.  The effect of volume ratio on OH- concentration. 

Compared to OH- dissociation from NaOH (or ionization), distribution constant of OH- from 
SS shown by Eq. (6) is relatively very low. Nevertheless, visibility of the second liquid phase 
was only evidenced at upper layer as shown in Fig. 1 from the CPO-SS volume ratio of 3:1 
and 7:3.  Table 2 shows the change of the volume ratio appeared after the mixture being 
settled for 12 h.  The number of runs was not according to the sequence. The ratio dropped 
for about 67 to 78% from the original volume ratio due to the expansion of emulsion phase. 
This finding should be considered seriously if one intends to develop a liquid-liquid 
extraction as it will affect the liquid hold-up of the process. In this case, our painstaking 
experiment of OH- extraction as the key reactant for dechlorination in the aqueous phase will 
be started from 7:3 and above. The volume ratio below 0.33 can also be considered, since at 
that ratio, the liquid was bulkily emulsified so that clearer aqueous phase can hopefully be 
obtained and separated from the oil phase.  
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Table 2: Effect of Mixing to Volume 

Run Volume Ratio Volume Ratio after 12 h 

4 0.33 Single phase 

3 0.33 Single phase 

6 1.00 Single phase 

2 1.67 Unclear layering 

5 2.33 0.76 

7 3.00 0.74 

1 3.00 0.67 

3.4 Effect of SS Concentration 

Concentration of SS is another factor that will affect the presence of OH-. In the OFAT 
analysis, pH increase was recorded as the concentration of SS increased, and the highest pH 
was 11.91 as shown in Fig. 5. However, no acidic condition was found. The quadratic model 
suggested by Design Expert was Eq. (8) and as shown in Fig. 5(a), could only fit 88.67% (R-
squared) of the data while the regression using sigmoid model in Sigma Plot 10 as Eq. (9) in 
Fig. 5(b) could significantly fit 99.3%. Although the quadratic model was best suggested, the 
fitness of the model was below 95% and insignificant.  

2 31.878 4.01 2 10SS SSOH C C   (8) 

0.1644
0.0219

0.0078

1
SSCOH

e
 (9) 

Both models interestingly captured a downward curve, and the latter unveiled a trend that 
was symptomatic of autocatalysis. Dissociation of OH- might be more than what was 
previously shown in the calibration curve. This also indicates that Na2O was released more 
because of a reaction that consumed silicate, its conjugate in SS, started from 0.1644 g/ml, 
which is the middle point of the sigmoid graph. Undesired reactions other than dechlorination 
such as saponification and hydrolysis probably increase due to the OH- increase. This might 
justify why industries employed only 0.01 g/ml of SS solution in palm oil mills for oil 
extraction rate improvement.  

3.5 McCabe Thiele Plot 

Besides distillation column, McCabe Thiele method is also used to determine stages of 
mixer and settler for a solvent extraction process between two immiscible liquid phases. Fig. 
6 shows two McCabe-Thiele plots for two volume ratios from the results of volume ratio 
study above that remained two layers of liquid phase after 12 h of settling. Volume ratios of 
CPO:SS can be interpreted as operating lines on the McCabe-Thiele graphs, which were also 
symbolized . At  = 3, the equilibrium was 3.62 × 10-8 and 1.13 × 10-6 g/g of OH- in CPO 
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and SS solution respectively. At  = 2.33, both equilibria were from the same SS 
concentration, but they appeared at different points. This discrepancy might be due to 
different FFA content and other impurities that reacted with component of SS solution [22]. 
The equilibrium conditions of OH- for both s is all far below the operating lines, suggesting 
that at these volume ratios, OH- is not likely extractive to CPO [23].  

 

 

Fig. 5. The effect of SS concentration on OH- concentration for the volume ratio of 2.33. 

The SS solution was 0.01 g/ml and OH- from dissociated NaOH was not extracted to CPO. 
Thus, possibility of undesired hydrolysis reactions consuming free fatty acids and glycerides, 
which are highly non-polar and do not dissolve in the aqueous phase is low. In the case of SS 
concentration variation, clear 2-layer liquid formed at concentration of 0.0004 g/ml. 
Emulsion layer formed at 0.0625 g/ml and others concentration started from 0.1252 g/ml till 
0.25 g/ml the second layer became solidified. 

 

 

Fig. 6. McCabe-Thiele plot of solvent extraction for (a)  = 3 and (b)  = 2.33.  

4 CONCLUSION 
The effect of mixing SS solution to CPO at various volume ratios was investigated where 

OH- from NaOH that was dissociated from the SS solution was measured by using pH. The 
equilibrium condition for volume ratios of CPO:SS that secured biphasic condition were 7:3 
and 3:1 and below the operating line according to McCabe-Thiele method, indicating that 
OH- is not extractive. Only 0.004 g/ml concentration of SS formed 2 layers of liquid-liquid 
phase for OFAT varied concentration of SS. The acid values of the sample are 18.539 (mg 
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KOH/ g CPO) and 18.982 (mg KOH/ g CPO), for sample 1 and sample 2, respectively. The 
free fatty acid contents in both samples are 7.79% and 8.01 %. OH- concentration decreased 
following a quadratic model to the increase of volume ratios but it increased in a sigmoid 
model to the increase of SS concentration. The possible cause of these effects is detailed in 
the result discussion above.  
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ABSTRACT: A continuous adsorption study in a fixed-bed column using baobab fruit shell 
activated carbon (BF-AC) was investigated for phenol removal from an aqueous solution. 
Baobab fruit shell (BFS) was chemically activated using potassium hydroxide (KOH) at 700 
°C in a nitrogen (N2) atmosphere. Scanning electron microscope (SEM), X-ray diffraction 
(XRD), and BET surface area analyses were performed for the characterization of BF-AC. 
Fixed-bed experiments were carried out and the effect of feed flowrate (10, 15, 20 mL/min) 
and bed height (5, 10, 15 cm) on the adsorption were investigated by evaluating the 
breakthrough curves. BET surface area of BF-AC was 1263 m2/g, indicating its well-
developed pores and its good quality as an adsorbent. The findings showed that the exhaustion 
time (t ) and breakthrough time (tb) reduced as the flowrate augmented, while they increased 
as the bed height augmented. With the increase in the bed height and the flowrate, phenol 
solution volume treated was augmented. Also, BF-AC with bed height of 15 cm provided 
better elimination of phenol with carbon usage rate (CUR) of 1.74 g/L and empty bed contact 
time (EBCT) of 9.9 minutes. According to the findings, BF-AC is an effective adsorbent for 
removing phenol from aqueous solutions. 

ABSTRAK: Kajian penjerapan berterusan menggunakan kulit buah baobab diaktifkan karbon 
(BF-AC) telah dikaji mengguna pakai kolum lapisan tetap bagi penyingkiran fenol daripada 
larutan cecair. Kulit buah Baobab (BFS) diaktifkan secara kimia menggunakan kalium 
hidroksida (KOH) pada suhu 700 °C dalam atmosfera nitrogen (N2). Imbasan mikroskop 
elektron (SEM), pembelahan sinar-X (XRD, dan analisis permukaan BET dijalankan bagi 
pencirian BF-AC. Eksperimen kolum lapisan tetap bagi mengkaji kesan penjerapan pada 
aliran suapan (10, 15, 20 mL/min) dengan ketinggian (5, 10, 15 cm) dinilai melalui lengkung 
bulus. Kawasan permukaan BET BF-AC adalah 1263 m2/g, menunjukkan liang yang elok 
terbentuk dan berkualiti baik sebagai penyerap. Penemuan ini menunjukkan bahawa puncak 
masa maksima (t ) dan masa terbaik (tb) berkurangan pada kadar aliran bertambah, sebaliknya 
ianya meningkat pada ketinggian bertambah. Dengan penambahan ketinggian katil dan kadar 
aliran, jumlah larutan fenol yang dirawat telah bertambah. Selain itu, BF-AC pada ketinggian 
15 cm menunjukkan penghapusan fenol terbaik pada kadar penggunaan karbon (CUR) 1.74 
g/L dan masa sentuhan kolum kosong (EBCT) 9.9 minit. Ini menunjukkan, BF-AC adalah 
penyerap yang berkesan bagi menyingkirkan fenol daripada larutan cecair.  
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1. INTRODUCTION 
Phenol is regarded as an environmental problem owing to its discharge in wastewater from 

a variety of industries, including petroleum refineries, petrochemicals, pharmaceuticals, 
pesticide manufacturing, resins, steel mills, coke manufacturing, paints, dye production, and 
mine discharge [1]. Currently, about 7.8 million tons of phenol are produced annually around 
the world, with production rates on the rise [2]. Phenol has been classified as a hazardous 
substance due to the potential danger it poses when it comes into contact with living organisms. 
United States Environmental Protection Agency (USEPA) has designated phenol as a priority 
pollutant due to its toxicity, with an allowed limit of 0.001 mg/mL and 0.1 mg/L in water 
supplies and wastewater, respectively [3]. 

Several methods have been used to remove phenol from aqueous solutions, involving ion-
exchange [4], distillation [5], adsorption [6], chemical oxidation [7], extraction [8], coagulation 
[9], bio-degradation [10], and electro-chemical oxidation [11]. Adsorption has been shown in 
numerous studies to be a highly effective method for removing phenol from wastewater, and 
activated carbon (AC) has been frequently used as an adsorbent [3]. This method attracted a 
lot of attention because of its benefits, including ease of use, superior design flexibility, 
selectivity, high performance, no need for secondary purification, and the absence of 
undesirable by-product production [12,13]. Commercially available AC is an established and 
widespread adsorbent for the removal of various pollutants [14]. Despite its extensive use, AC 
remains an expensive material [1]. Moreover, saturated-AC regeneration is very tedious, 
difficult, and expensive [14]. This necessitates finding and developing inexpensive adsorbents 
from inexpensive and abundant raw materials.  

Using lignocellulosic biomass as a raw material for the production of AC provides an 
alternative to conventional sources and is considered an effective way to discard massive waste 
quantities and reduce the cost of AC production as well. Lignocellulosic biomasses are cheap, 
plentiful, renewable, non-toxic, easily accessible, and eco-friendly [1]. Many lignocellulosic 
biomasses have been utilized as precursors to produce AC for phenol removal from wastewater. 
However, these studies were limited to fixed bed columns. Only a few studies have been carried 
out on fixed-bed investigations. This could be due to the restriction caused by a significant lack 
of an adsorbent material in substantial quantity [15]. Lignocellulosic biomasses that have been 
utilized to remove the phenol from wastewater in fixed-bed are Lantana camara [16], 
sugarcane bagasse [17], date palm [18], fox nutshell [19], corn cob [20], neem leaves [21], and 
rice husk [22]. These biomasses offer an alternative to traditional sources, which may serve as 
potential precursors to produce AC. As a result, to find a new renewable alternative source for 
AC, efforts have been made to produce AC from baobab fruit shell (BFS) by chemical 
activation [1,23-25]. 

Baobab fruit shell is a lignocellulosic residue of the baobab fruit, which is one of the most 
abundant agriculture wastes with an annual average amount of 30,285 tons [26]. BF-AC was 
utilized as an adsorbent for the removal of environmental pollutants, including heavy-metals 
[27,28], dyes [24,29], and phenolic compounds [1,23,25]. In order to remove the phenol from 
aqueous solutions, batch studies of the potential BF-AC have been conducted [1]. Phenol 
adsorption on BF-ACs adsorbents produced by chemical activation utilizing ZnCl2, KOH, and 
H3PO4 has also been reported [1]. The findings showed that the phenol adsorption rate by BF-
ACs was rapid, and that AC treated with KOH could absorb more than 95% of phenol. The 
optimization of phenol removal on BF-AC has also been studied [23]. The results demonstrated 
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that BF-AC has high efficiency in the removal of phenol from aqueous solutions with an 
adsorption capacity of 196.86 mg/g [3,23]. The earlier studies were confined to batch studies 
only [1,3,23,25]. However, understanding the column mode adsorption pattern is necessary to 
suggest potential applications in the field.  

However, the goal of the current research is to examine the ability of the BF-AC for the 
removal of phenol in a continuous fixed-bed adsorption column. Continuous flow conditions 
are regarded as necessary and effective in large-scale industrial wastewater treatment owing to 
their simplicity, convenient operation, handling, and regeneration capacity [30]. The current 
study investigated the effects of some operating factors on adsorption, including flowrate and 
bed height. Prior to using the BF-AC as an adsorbent, SEM, BET surface area, and XRD 
analyses were performed to characterize the material.  

2. METHODOLOGY 
2.1  Materials  

In the current work, baobab fruit has been obtained from Sudan, at the end of the rainy 
season. Potassium hydroxide (KOH), hydrochloric acid (HCl), and phenol (C6H5OH) were 
acquired from Sigma-Aldrich (Malaysia). Nitrogen gas (99.95 %) was purchased from Fuelink 
Marketing Sdn. Bhd. (Selangor, Malaysia). 

2.2  Methods 

2.2.1 Adsorbent Preparation  

In the current work, baobab fruit was obtained from Sudan, at the end of the rainy season. 
Baobab fruit shells (BFS) were washed several times with distilled water. Wet BFS were dried 
in the oven before being milled and sieved into fine particles (< 1 mm). An amount of KOH 
was added to crushed BFS using a 1:2 impregnation ratio (IR) (BFS:KOH). Distilled water was 
added to the mixture in an amount equal to four times the total quantity of BFS and KOH 
mixture. The sample was stirred at 50 °C for 1 hr and then inserted in an oven at 100 °C and 
left overnight. Nitrogen gas (N2) was utilized for purging a quartz tube a few minutes before 
carbonization began. N2 was kept in place throughout the activation and cooling processes. 
Sample carbonization was carried out for 1 hr at 700 °C. The product was placed in a desiccator 
to cool, then neutralized with a HCl solution (0.5 M, 50 mL), followed by a wash with warm 
distilled water (70 °C) until a constant pH of the washing solution was reached. BF-AC 
produced was dried in the oven at 110 °C.  

2.2.2 Characterization of BF-AC 

The morphological structure of powdered BF-AC and its structural alterations that resulted 
from the chemical activation process were both seen using SEM (JEOL-IT 100). For X-ray 
Diffraction (XRD) analysis, a Bruker D2 phaser (Bruker AXS, Germany) was utilized. The 
porosity of the BF-AC was assessed using Quanta-chrome, Autosorb-1C, and a surface area 
analyzer in accordance with Brunauer-Emmett-Teller (BET) model through physical 
adsorption of N2 (at 77 k). 

2.2.3 Adsorbate Preparation  

An appreciable amount of phenol was dissolved in distilled water to prepare the stock 
solution of adsorbate (phenol) with a concentration of 150 mg/L. 

 

 

61



IIUM Engineering Journal, Vol. 25, No. 1, 2024 Nedjai et al. 
https://doi.org/10.31436/iiumej.v25i1.2932 

2.2.4 Fixed-Bed Column Adsorption Studies  

Column experiments were conducted utilizing a stainless-steel tube of 29 mm in diameter 
and 300 mm in height. The phenol solution was stored in a storage tank, where the tank had 
retained a steady depth of pollutant by recharging the tank to retain the pressure of the solution 
in the tank. The adsorbent was immersed in distilled water, then rinsed and poured several 
times for the removal of the fine particles. BF-AC was dried overnight at 110 °C and known 
quantities of activated carbon were placed into the column at various heights (5, 10, and 15 
cm), which were measured before the tests. The columns were filled with distilled water, then 
preserved and immersed before filling the column with the phenol. Afterward, phenol solutions 
of 150 mg/L were pumped through the column bed, which would lower bed utilization as 
explicated using a peristaltic pump at various flowrates of 15, 10, and 20 mL/min [16]. 
Activated carbon weight was determined after it was filled into the column to the required 
height. Finally, the bed exhaustion time was determined by collecting treated phenol samples 
from the outlet at time intervals and measuring the remaining phenol. The flowrate was kept 
constant with a control valve at constant rates. Samples were collected from the collection port 
in the column at different time intervals. Residual concentrations of phenol were measured at 
270 nm wavelength using a spectrophotometer. The experimental setup from this study of the 
column is shown in the schematic diagram (Fig. 1). Table 1 illustrates the range of each 
parameter that was utilized for this study. Each parameter used was specified depending on the 
information obtained in the literature review [16].  

 
Fig. 1: Bed column experimental setup.  

Table 1: Column operating parameters and conditions 

Parameters Variations 
Column bed depth (cm) 30 
Column diameter (cm) 2.9 
Flowrate (mL/min) 10, 15, 20 
Bed height (cm) 5, 10, 15 
BF-AC mass (g) 5.5, 11, 16.5 
Initial concentration of phenol (mg/L)  150 

 
2.2.3 Fixed-Bed Adsorption Column Analysis 

A: Columns Effluent Analysis 

The concentration of residual phenol was utilized to determine the breakthrough curve 
graph by plotting the fractional ratio (Eq. 1) versus time.  
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                                                                                                         (1) 

where C0 is the initial concentration of phenol and C is the residual concentration of phenol. 

B: Performance Evaluation of Adsorbent  

The breakthrough curve was plotted to determine the time needed to reach the 
breakthrough point (tb) and the time needed to reach the exhaust point (tx) using Eq. 2 and Eq. 
3, respectively. The time for phenol to exhaust the mass transfer zone/active adsorption zone 
(t ) was determined using Eq. 4.  

                                                                                (2) 

 (3) 

                                                                        (4) 

Also, the specific throughput was determined with Eq. 5 to evaluate the BF-AC 
performance in the column. A water quantity that might be processed by BF-AC in liters/g was 
determined from a specified throughput and compared at a breakthrough time (tb) and at 
exhaustion (tx).  

A specific throughput and the empty bed contact time (EBCT) were determined using the 
following equations:  

                                             (5) 

 (6) 

where EBCT is the contact time in the empty bed (h), Vf is the volume occupied by BF-AC 
media including porosity volume (m3), Q is the flowrate to adsorber (L/hr), AF is the BF-AC 
area available for flow (m2), L is the BF-AC depth (m), and v is the superficial flow velocity 
(Q/AF) in (m/h).  

Equation 7 was used to get the carbon use rate (CUR), which is the amount of BF-AC 
consumed throughout the treatment process (g/L). 

                                     (7) 

The length of the mass transfer zone (MTZ) is typically a function of the hydraulic loading 
rate applied to the column and the characteristics of the adsorbent. If the loading rate is too 
great, the height of the MTZ will be larger than the AC bed depth, which results in pollutants 
not being completely removed by the column. Equation 8 was used to determine a MTZ (HMTZ) 
height [31]. 

                                                    (8) 

The bed column parameters, as well as its unit and formula, are presented in Table 2. 
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Table 2: Details fixed-bed column parameters  

Packed bed column parameters Formula Unit

Volume at breakthrough (Vb) mL

Volume at exhaustion point (Vx) mL

Breakthrough time (tb) min

Exhaustion time (tx) min

Time taken to exhaust the mass transfer 
zone (t ) min

Height of Mass Transfer Zone (HMTZ) cm

Carbon Usage Rate (CUR) g/L

Specific throughput mL/g

Empty bed contact time (EBCT) min

 

3.   RESULTS AND DISCUSSION  
3.1  BF-AC Characterization 

For observing the physical surface morphology of BF-AC, the SEM technique was used. 
Figure 2 displays SEM micrographs of BF-AC produced at 1000 and 2500 magnifications. 
SEM micrographs show that the AC surface is highly porous with many irregular-shaped 
uneven pores. Higher porosity results in more surface area, which facilitates greater adsorbate 
removal from its aqueous solution [1]. The details are also described in our previous studies 
[3,25]. 

 
Fig. 2: SEM images of produced BF-AC magnification of (a) x1000, (b) x2500. 

XRD analysis was performed in order to determine the crystalline composition of the 
prepared BF-AC. Figure 3 presents the XRD profile of BF-AC. The lack of a clearly defined 
peak for any aspect of the diffraction profile, as seen by the XRD spectrum, suggests that the 
BF-AC were not subjected to any mineral peaks. Similar findings and conclusions have been 
reached by several investigations [27,29]. 
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       Fig. 3: X-Ray Diffraction pattern of BF-AC. 

N2 adsorption−desorption isotherms of produced BF-AC are displayed in Fig. 4. The 
adsorption isotherm is classified into Type I isotherm, which is microporous adsorbents 
(containing pores < 2 nm), according to IUPAC classification approach [32]. The findings 
confirmed the microporosity of BF-AC as indicated in Table 3 and are consistent with the pore 
size distribution curve. 

 
Fig. 4: N2 adsorption−desorption isotherms of produced BF-AC. 

Table 3 shows the pore volume, pore diameter, and BET surface area of BF-AC. The 
findings showed that BF-AC has a high surface area (1263 m2/g). With a particular micropore 
area of 1152 m2/g, a micropore volume of 0.453 cm3/g, an exterior surface area of 111.24 m2/g, 
and pore diameter of 1.74 nm, the BF-AC is clearly highly developed. 

Table 3: The surface area and pore distribution of BF-AC. 

Sample BET specific 
surface area 

(m2/g) 

Micropores 
area 

(m2/g) 

External 
surface 

area 
(m2/g) 

Average pore 
diameter 

(nm) 

Total pore 
volume 
(cm3/g) 

Volume of 
micropores 

(cm3/g) 

BF-AC 1263. 127  1152.886 111.24 1.739 0.549 0.4531 
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3.2  Fixed-Bed Adsorption Column Analysis 

The experiments were carried out with varied bed heights (5, 10, 15 cm), varied flow rates 
(10, 15, 20 mL/min), and phenol concentration of 150 mg/L (evaluated by batch mode in our 
earlier study [3]. According to the experimental results, the corresponding breakthrough curves 
(Ct/C0) vs t were plotted for each observation. 

3.2.1 Effect of Flowrate  

The flowrate is a significant factor in the packed bed column adsorption process, which 
helps to predict the efficiency of the BF-AC. The breakthrough curves were investigated at 
various flowrates. The effects of flowrate on the phenol removal by BF-AC were investigated 
at different flowrates (10, 15 and 20 mL/min), whereas the phenol initial concentration and bed 
depth were kept constant at 150 mg/L and 5 cm, respectively. To achieve a bed height of 5 cm, 
5.5 g BF-AC were poured into the column. The results obtained from the experiments were 
utilized for constructing the breakthrough curves (C/C0 vs time) for 5, 10, and 20 mL/min 
flowrates (Fig. 5). 

From the breakthrough graphs, it is evident that as the flowrate increased, the breakthrough 
curves became steeper. The adsorbate residence time in the column decreased as the flowrate 
increased, which had an impact on how quickly the phenol aqueous solution left the column. 
This phenomenon could explain the pattern observed in the graph. Consequently, the BF-AC 
column effective adsorption capacity decreased, because the adsorbate solvents in the column 
did not have enough time to disseminate the solute into the pores of the adsorbent [33]. 
According to the results presented in Table 4, it can be noted that the exhaustion time (t ) and 
breakthrough time (tb) declined as the flowrate augmented [15,16,34]. The mass transfer zone 
length increased with the rise in flowrate, leading to quicker column saturation [16]. The best 
results at a low flowrate of 10 mL/min can be inferred. Other researchers reported similar 
findings [16,34].  

By comparing the various flowrates, it becomes evident that the flowrate of 20 mL/min 
treated the highest volume, which was 6745 mL followed by the flowrate of 15 mL/min which 
was 5590 mL, followed by the flowrate of 10 mL/min with 4200 mL. So, the treated volume 
increased as the flow rate increased. During the column adsorption process, MTZ normally 
transfers from the influent end to the effluent end of the adsorbed bed. It means that the region 
of active adsorbent shifts to the effluent-end of the bed where the adsorbate has yet to be 
saturated, and this occurs after the adsorbent near the influent becomes saturated [35]. The low 
elimination of contaminants is done when the MTZ height is greater than the bed height 
[35,36]. From the results, the MTZ of the three different columns was higher than the bed 
height of 5 cm. It was also observed that MTZ decreased with increased flowrate. Similar 
remarks have been reported recently by Patel [37]. 

The rate of use of the adsorbent is often reported as a carbon use rate (CUR), which is an 
essential factor when column studies are scaled. Another significant parameter when the 
column activity is performed is the EBCT, which is the volume of the bed occupied by the 
adsorbent divided by the flowrate. According to the findings, the EBCT decreased as the 
flowrate rose. Similar observations were recently reported by Muthamilselvi et al. [14].  

3.2.2 Effect of Bed Height  

The effects of bed height on the phenol removal by BF-AC were also investigated in the 
range of 5, 10 and 15 cm, while the inlet of the phenol concentration and flowrate were kept 
constant at 150 mg/L and 20 mL/min, respectively. Figure 6 displays the graphs of phenol 
concentration vs time at various bed heights. The length of the bed (in which the phenol 
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aqueous solution flows) increases as the bed height increases. Comparing the various bed 
heights, the column bed height of 15 cm recorded 12296 mL of the treated volume, which was 
the highest volume treated. This obviously presented a higher capacity with 15 cm bed height. 
This was because, with a rising bed height, further binding sites were available for the adsorbate 
to diffuse through the pores of the adsorbent and as a consequence, the area of adsorption rose 
[16,30]. It was clearly observed that the breakthrough time (tb) and exhaustion time (tx) as the 
bed height augmented (Table 5). Other researchers have reported similar results [16,38].  

 

 
Fig. 5: Phenol adsorption breakthrough curves at various flowrates (10,15 and 20 mL/min),  

5 cm bed height, and 150 mg/L initial phenol concentration. 

Also, the bed height of 5 cm provided a low effluent due to its MTZ, which was greater 
than the bed height. Moreover, MTZ declined with the rise in bed height. Comparable 
observations were reported by Kapur & Mondal [39]. From Table 5, the BF-AC with a bed 
height of 15 cm was chosen owing to its greater phenol removal and the amount treated. 

Table 4: Column adsorption parameters for phenol at different flowrates 

Packed Bed Column Parameters Flowrate (mL/min) 
10 15 20 

Initial phenol concentration (mg/L) 150 150 150 
Bed depth (cm) 5 5 5 

Volume treated (mL) 4200.31  5590.24 6745.08 
Volume at breakthrough (mL) 2715.94 3328.33 3524.74 

Volume at exhaustion point (mL) 4122.19 5471.19 6575.59 
Breakthrough time, tb (min) 271.59 221.89 176.23 

Exhaustion time, tx (min) 412.22 364.75 328.78 
Time taken to exhaust the mass transfer 

zone, t  (min) 140.62 142.86 152.54 

Height of Mass Transfer Zone, HMTZ (cm) 10.23 11.75 13.92 
Carbon Usage Rate, CUR (g/L) 2.025 1.65 1.56 

Specific throughput (mL/g) 493.80 605.15 640.86 
Empty bed contact time, EBCT (min) 19.80 13.20 9.90 
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Fig. 6: Phenol adsorption breakthrough curves at various bed heights (5, 10 and 15 cm),  

20 mL/min flowrate, and 150 mg/L initial phenol concentration. 

Table 5: Bed column parameters for phenol at different bed heights 

Packed Bed Column Parameters Bed Height (cm) 
5 10 15 

Initial phenol concentration (mg/L) 150 150 150 
Flowrate (mL/min) 20 20 20 

Volume Treated (mL) 6745.08 9606.06 12296.12 
Volume at breakthrough (mL) 3524.74 6727.27 9460.3 

Volume at exhaustion point (mL) 6575.59 9454.55 12146.87 
Breakthrough time, tb (min) 176.24 336.36 473.01 

Exhaustion time, tx (min) 328.78 472.73 607.34 
Time taken to exhaust the mass transfer 

zone, t  (min) 152.54 136.36 134.33 

Height of Mass Transfer Zone, HMTZ (cm) 13.92 10.99 9.33 
Carbon Usage Rate, CUR (g/L) 1.56 1.63 1.74 

Specific throughput (mL/g) 640.86 611.57 573.35 
Empty bed contact time, EBCT (min) 9.90 9.90 9.90 

4. CONCLUSION  
Activated carbon from baobab fruit shell was used to remove phenol from the aqueous 

solutions. The characterization studies confirm the adsorption behavior of prepared BF-AC 
with the BET surface area of 1263.127 m2/g. BF-AC has a large BET surface area and more 
pore volume, making it a practical and efficient way to remove phenol in a packed bed system. 
This study revealed that bed height and flowrate have a significant impact on breakthrough 
times and removal capacities. The removal of phenol was found to be favored by an increase 
in flowrate and bed height. The breakthrough time increased with an increase in bed height but 
decreased with an increase in flow rate. BF-AC with a bed height of 15 cm provided better 
elimination of phenol with CUR of 1.74 g/L and EBCT of 9.9 minutes. The AC prepared from 
the baobab fruit shell was promising for removing the phenol from the aqueous solution in a 
fixed bed column. 
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ABSTRACT:  Low temperature belite cements are produced using techniques that stabilize 
the more reactive high temperature polymorphs of dicalcium silicate (C2S) to improve early 
strength, but the effect of curing conditions on them is not well studied. The focus of this 
work is to assess the improvement of their early strength in different curing conditions. During 
the synthesis of the cements at 1000 ºC, the more reactive polymorphs, -C2S and β-C2S,
were stabilized using gypsum and hydrothermal treatment with potassium hydroxide. The 
phase composition of the synthesized cements was analysed using X-ray powder diffraction. 
The morphology and elemental composition of the C2S crystals and hydrated pastes were 
determined using a scanning electron microscope equipped with an energy-dispersive X-ray 
system. Mortar samples were cured in different conditions that include hot air and hot water 
curing at 60 ºC and 90 ºC. The 28-day strength development, capillary water porosity, water 
absorption, and ultrasonic pulse velocity were tested. The formation of hydration products 
and strength was dependent on the type of C2S polymorph. Curing at elevated temperatures 
improved the transport properties of mortars. Samples cured at 90 ºC in hot air obtained the 
highest early strength. The presence of -C2S and elevated curing temperatures significantly
improve the early strength of the mortar samples. 

ABSTRAK:  Simen belite suhu rendah dihasilkan melalui teknik menstabilkan reaktif polimof 
dikalsium silikat (C2S) bersuhu tinggi bagi meningkatkan kekuatan awal, tetapi kesan keadaan 
pengawetan ke atasnya tidak dikaji dengan baik. Fokus kerja ini adalah bagi menilai 
peningkatan kekuatan awal pada keadaan pengawetan berbeza. Sintesis simen pada suhu 1000 
ºC, iaitu pada polimof lebih reaktif, -C2S dan β-C2S, telah distabilkan menggunakan
rawatan gipsum dan hidroterma dengan kalium hidroksida. Fasa komposisi simen tersintesis 
dianalisa menggunakan pembelauan serbuk sinar-X. Komposisi morfologi dan unsur kristal 
C2S dan pes terhidrat ditentukan menggunakan pengimbas mikroskop elektron yang 
dilengkapi sistem sinar-X penyebar tenaga. Sampel mortar telah diawetkan dalam keadaan 
berbeza termasuk pengawetan udara panas dan air panas pada suhu 60 ºC dan 90 ºC. 
Perkembangan kekuatan keliangan kapilari air, penyerapan air, dan halaju nadi ultrasonik 
telah diuji pada hari ke 28. Pembentukan produk penghidratan dan kekuatan adalah 
bergantung kepada jenis polimof C2S. Pengawetan pada suhu tinggi meningkatkan sifat 
pengangkutan mortar. Sampel yang diawet pada 90 ºC dalam udara panas memperoleh 
kekuatan awal tertinggi. Kehadiran -C2S dan suhu pengawetan tinggi dengan ketara
meningkatkan kekuatan awal sampel mortar. 

KEYWORDS:  belite cements; dicalcium silicate; thermal curing; transport properties; 
porosity 
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1.  INTRODUCTION  
Portland cement is the predominantly used binder in construction with an annual 

production of 4.1 gigatons in 2020, partly due to its utilization in concrete, the most used 
synthetic material in the world [1]. It is estimated that the global concrete stock is around 315 
gigatons [2]. The vast usage of cement can be attributed to its high early strength and the 
availability of its primary raw materials (limestone and clay) in economic quantities across the 
continents. However, despite efforts to improve sustainability, the production of cement 
accounts for about 12 percent of total industrial energy consumption. It also consumes about 
1.7 tonnes of raw materials and emits around 0.84 tonnes of carbon dioxide for every tonne of 
cement produced [3-5]. These are among the factors necessitating research in alternative 
binders such as belite cements.   

Belite cements have similar raw materials and production processes as Portland cements 
but with lower environmental consequences. They both have similar compounds with the major 
difference being the percentage of the calcium silicates i.e., tricalcium silicate (C3S) and 
dicalcium silicate (C2S). Clinkers of Portland cements contain an average of 60 percent C3S 
and 10 percent C2S while those of belite cements are composed of 40–60 percent C2S and 10–
30 percent C3S [2]. Producing belite clinkers emits 10–12 percent less carbon dioxide due to 
lesser demand for limestone. The average burning temperature of 1300 ºC is also used which 
is almost 200 ºC less than the clinkering temperature for Portland cements [6]. Furthermore, 
belite cements can be produced in a Portland cement factory, thus, making their large-scale 
production feasible [7]. They can also be covered by existing codes of practice such as EN 197-
1 if they satisfy the requirements that include C3S + C2S > 66 percent of total clinker [2].  

Recent studies assessed the characteristics of C3S-free belite cements that are produced at 
temperatures between 800 and 1200 ºC [8-13]. Burning at low temperatures produces C2S with 
smaller grain size that can accelerate hydration, and a porous crystalline structure capable of 
incorporating by-products [14]. The by-products are introduced by adding compounds such as 
gypsum and sodium fluoride as mineralizers or through hydrothermal treatment with alkaline 
solutions e.g., sodium hydroxide and potassium hydroxide [9,12,15]. The introduction of ions 
into the crystalline structure of the C2S from these by-products and the fast cooling assists in 
stabilizing the more reactive high-temperature polymorphs of C2S. There are five (α, , , β, 
γ) polymorphs of C2S that are stable at different temperatures with distinct crystalline structures 
[16]. These polymorphs have different reactivity, with the -C2S being the most hydraulic. 
The α-C2S and β-C2S have moderate reactivity while the γ- C2S is the least reactive and the 
most stable polymorph [10]. 

During hydration, both C3S and C2S produce the same compounds, calcium silicate 
hydrates (C–S–H) gel and calcium hydroxide. However, C3S hydrates faster than C2S, and it is 
responsible for the high early strength and heat of hydration in Portland cements. Furthermore, 
C3S can achieve about 78–80 percent hydration at 28 days under normal curing conditions 
while C2S can achieve only 20–50 percent. But at full hydration C3S produces 72.5 and 27.5 
percent volume of C–S–H gel and calcium hydroxide respectively while C2S produces 94.4 
percent C–S–H gel and only 5.6 percent calcium hydroxide. This makes C2S more durable and 
resistant to chemical attacks by producing more C–S–H gel that contributes to the strength and 
less calcium hydroxide which is the more reactive hydration product [2]. The low hydration 
heat in belite cements limits the possibilities of thermal cracking and increases their suitability 
in mass concrete production. 

The major drawback in the wide acceptance of belite cements is their low early strength 
due to their slowed hydration. Accelerating the hydration process and hardening is necessary 
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for obtaining cement composites with sufficient early strength. The techniques used include 
elevating the hydration temperature in different curing processes such as steam curing, hot 
water curing, hot air curing, and autoclaving [17]. There is no agreement regarding which 
method is the most effective and the optimum curing temperature. Similarly, opinions on the 
delay time (the period between casting and application of heat) differ among the researchers. 
From the reviewed literature, three delay times were suggested: immediately after casting; after 
the initial set; and after a 24-hour delay [18].  

Thermal acceleration of hydration in Portland cements is extensively studied but there is 
not enough data on belite cements. It was discovered that elevated curing temperatures can 
have a detrimental effect on Portland cements hydration that can cause a loss of long-term 
strength, a phenomenon called the crossover effect [19]. This is widely agreed to be caused by 
the non-uniform distribution of hydration products that creates cracks and a porous 
microstructure. This might vary between belite cements and Portland cements, as a study by 
Thomas et al. [20] reported a 25 percent increase and 21 percent decrease in compressive 
strength for belite cements and Portland cements, respectively, at 28 days when curing 
temperature was raised from 20 ºC to 70 ºC.  

Although there are recent studies that were conducted to assess the effects of curing 
conditions on belite cements, they were conducted on cements produced at high temperatures 
that contained C3S [17,19]. The objective of this study is to produce C3S-free belite cements at 
low temperatures using waste materials and assess the effect of six curing conditions on early 
strength development. They include curing in saturated lime water, curing at room temperature 
(RT) and 85±5 percent relative humidity (RH), and hot water and hot air curing at 60 ºC and 
90 ºC. 

2. MATERIALS AND METHODS
2.1  Materials 

The raw materials used in this study were cockle shells, rice husk ash (RHA), and calcined 
clay. They were all oven dried at 105 ºC to constant mass, ground in a ball mill grinder, and 
screened through a sieve with 150 μm aperture [9,10,12,13,21]. The calcined clay was obtained 
by burning at 800 ºC in an electric furnace with a 5 ºC heating rate for 120 minutes. Figures 1 
and 2 show the raw materials used in the study and particle size distribution of the fine 
aggregate used in mortar preparation, respectively. The chemical composition of the materials 
that was determined using X-ray fluorescence (XRF) is shown in Table 1.  

2.2  Synthesis of Belite Cement 

The raw meals were prepared to have a lime/silica (CaO/ SiO2) ratio of 2. The first group 
contained 55.18 percent cockle shell and 44.82 percent calcined clay with a lime saturation 
factor (LSF) of 0.61 while the second group was composed of 65.20 percent cockle shell and 
34.80 percent RHA, and an LSF of 0.71. The chemical composition of the raw meals is shown 
in Table 2. Three batches of raw meals were prepared from each group with different treatment 
methods as shown in Table 3. A total of six batches of binary raw meals were prepared for this 
study.  

The CH and RH precursors from the hydrothermal treatment were prepared from a dry 
mix of raw meals. The ground raw materials were added to a 0.6 M potassium hydroxide 
(KOH) solution at a liquid-to-solid ratio of 5:1. The mixture was stirred and heated at 100 ºC 
using a magnetic stirrer at atmospheric pressure for four hours. The solution was then filtered 
through a Whatman filter paper to remove excess liquid before drying in an oven at 105 ± 5 ºC 
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for three hours. The precursors were crushed and sieved to a particle size of less than 150 μm 
before burning. 

(a) (b)

(c) (d)

Fig. 1: Samples of (a) crushed cockle shell (b) ground cockle shell (c) calcined clay (d) rice husk ash.

Fig. 2: Particle size distribution of fine aggregate.
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Table 1: Chemical composition of raw materials (percent) 

Oxide Cockle shell Clay RHA 
SiO2 - 60.07 92.40 

Fe2O3 0.34 8.68 0.44 
Al2O3 - 20.69 - 
CaO 97.59 0.21 1.11 
K2O 0.26 3.34 5.12 
MnO - - 0.12 
TiO2 - 1.02 - 
BaO - 4.35 - 
ZnO - - 0.08 
SrO 0.54 - - 
LOI 1.27 1.64 0.73 

The raw meals were calcined in alumina-based crucibles in a laboratory furnace at 1000 ºC for 
three hours followed by rapid air cooling down to room temperature. The products were ground 
in a ball mill grinder and sieved to a particle size of less than 53 μm. 

Table 2: Chemical composition of raw meals (percent) 

Oxide Clay based RHA based 

SiO2 26.92 32.16 
Fe2O3 4.08 0.37 
Al2O3 9.27 - 
CaO 53.94 64.02 
K2O 1.64 1.95 
MnO - 0.04 
TiO2 0.46 - 
BaO 1.95 - 
ZnO - 0.03 
SrO 0.30 0.35 
LOI 1.44 1.10 

Table 3: Binders and their treatment method 

Binder ID Raw materials Treatment 

CN Cockle shells and clay No treatment (control) 
CG Cockle shells and clay 2% dihydrate gypsum (CaSO4 2H2O) 
CH Cockle shells and clay Hydrothermal treatment in 0.6 M KOH 
RN Cockle shells and RHA No treatment (control) 
RG Cockle shells and RHA 2% dihydrate gypsum (CaSO4 2H2O) 
RH Cockle shells and RHA Hydrothermal treatment in 0.6 M KOH 

2.3  Testing Methods 

The X-ray diffraction (XRD) patterns of all the synthesized products were obtained using 
an Empyrean PANalytical XRD diffractometer (Cu Kα 1.54060Å, 5–70º 2Ɵ range, 0.0260 
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step). The microstructure, morphology, and elemental analysis of the belite crystals and pastes 
were examined using a Quanta FEG 650 scanning electron microscope (SEM) equipped with 
an energy-dispersive X-ray (EDX) system. The pastes were prepared with water-to-binder ratio 
of 0.4, and the samples were coated using gold sputtering. The mortars were prepared according 
to EN 196-1 [22] using sand-to-cement ratio of 3 and water-binder ratios ranging from 0.66–
0.75. They were cast in 50 mm cube moulds and demoulded after 24 hours. The mortars were 
cured in water and tested at 28 days for compressive strength. Compressive strength test was 
conducted using a 2000 kN compression machine and a loading rate of 0.4 kN/s. The pulse 
velocities through the mortars were measured using a direct transmission method between the 
transmitter and receiver transducers. The test was conducted on the samples before the 
compressive strength test.  

The samples containing calcined clay (CN, CG, and CH) were selected and further tested 
for their early compressive strength and transport properties in different curing conditions, 
including elevated temperature curing. The elevated temperature curing was for a period of 48 
hours after demoulding and then subsequent curing in saturated conditions until testing. The 
curing ID was assigned based on the name of the binder used, curing temperature, and curing 
method. The curing age was added as a suffix, with 7 and 28 signifying testing at 7 and 28 
days, respectively. Table 4 shows the curing IDs and conditions for the samples prepared using 
the CN binder, and Fig. 3 shows the curing conditions of the samples.  

Table 4: Curing conditions of samples 

Curing ID Curing condition 
CNRLW7, CNRLW28 Saturated lime water at RT 
CNRST7, CNRST28 RT and 85±5% RH 
CN60W7, CN60W28 60 ºC in hot water 
CN60A7, CN60A28 60 ºC in hot air 
CN90W7, CN90W28 90 ºC in hot water 
CN90A7, CN90A28 90 ºC in hot air 

The capillary water porosity was determined using the water displacement method. After 
curing, the mass of the saturated samples was measured both in air (msat) and while fully 
submerged in water (msub). The samples were oven dried at 105 ºC until constant mass and 
the mass was measured again (mdry). The capillary water porosity was measured using Eq. (1). 
The water absorption coefficient was obtained using the partial immersion method in 
accordance with EN ISO 15148 [23]. The three sides of the dried samples from the capillary 
water porosity were coated with hot paraffin wax and placed on supports with the water at a 
5mm level from the bottom of the sample. The increase in mass of the samples was measured 
at different time intervals until the difference between two successive measurements was less 
than 1%. The increase in mass per face area (in kg/m²) was plotted against the square root of 
the weighing time (in seconds), and the water absorption coefficient was calculated from the 
graph. 
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(a) (b) 

(c) (d) 

Fig. 3: Curing conditions in (a) saturated conditions, (b) saturated lime water, 
(c) hot air and (d) hot water.

3. RESULTS AND DISCUSSION

3.1  XRD Analysis 

All the obtained belite cements contained different polymorphs of C2S due to the influence 
of their treatment method. The XRD patterns of the belite cements in Fig. 4 and Fig. 5 show 
that β-C2S is the most common hydraulic phase in all the binders as was obtained by several 
previous researchers [8-12]. The diffractograms show that -C2S peaks are only present in the
belite cements that were produced from the precursors that were hydrothermally treated with 
KOH i.e., in Fig. 4c and Fig. 5c for CH and RH, respectively. The stabilization of -C2S can
be attributed to the presence of potassium ions introduced from the treatment. 

Belite cements from raw meals without any treatment and those containing 2 percent 
gypsum only had peaks of β-C2S. The XRD patterns of CG and RG, in Fig. 4b and Fig. 5b, 
respectively, indicate that they contain more peaks of β-C2S than CN and RN (Fig. 4a and Fig. 
5a respectively). This is due to the presence of SO3 ions from the addition of gypsum that 
favours the stabilization of β-C2S. It was reported by Zhao et al. [15] that at a high percentage 
of gypsum (up to 4 percent), the SO3 ions stabilize the higher temperature polymorphs such as 
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-C2S. However, Mazouzi et al. [9] suggest the presence of SO3 ions in high quantities favours 
only β-C2S and can sometimes prevent the stabilization of other polymorphs.    

  

 

Fig. 4: XRD patterns of belite cements (a) CN (b) CG (c) CH (A’: α ′ −C2S; B: β−C2S; G: γ− C2S; 
S: SiO2; L: lime; Gh: gehlenite; P: portlandite). 

There were also other compounds that were formed in the belite cements that include γ-
C2S, wollastonite, and gehlenite that are undesirable. Although γ-C2S can be activated by 
grinding, it is largely regarded as an inert compound when compared to -C2S and β-C2S. The 
presence of wollastonite signifies the incomplete reaction of calcium, and it has very poor 
hydraulic properties. Gehlenite is obtained through a reaction between calcium oxide and 
dehydroxylated clay minerals. It poorly reacts with water, and thereby has little hydraulic 
value. 

3.2  Scanning Electron Microscopy (SEM) and Energy-dispersive X-ray (EDX) Analysis 

The SEM analysis of CN and CH binders in Fig. 6a and Fig. 6c, respectively, show that 
the belite crystals obtained have an irregular shape with a particle size of less than 10 μm which 
is in agreement with the findings of other studies [8,9]. The binders are expected to have 
improved hydraulic reactivity due to their small particle size. The microstructures of the 
hydrated pastes cured at 60 ºC in hot air are shown in Fig. 7a and Fig. 7c for CN and CH, 
respectively. The C-S-H obtained in both pastes has a flake-like morphology. However, the 
CH paste produced a denser microstructure compared to the CN paste, which can be attributed 

(a) (b) 

(c) 

79



IIUM Engineering Journal, Vol. 25, No. 1, 2024 Haliru et al. 
https://doi.org/10.31436/iiumej.v25i1.2829 

to the faster hydration of the -C2S compared to the β-C2S. The EDX analysis of the cements
(Fig. 6b and Fig. 6d) and pastes (Fig. 7b and Fig. 7d) for the red circled spots showed that the 
major elements present are calcium, oxygen, silicon, and aluminium. The large amount of 
aluminium is due to the chemical composition of the clay used as raw material. There were 
also minor insertions of elements such as iron, potassium, magnesium, and sodium which can 
substitute calcium and create a disorder in the crystal lattice of the C2S that might lead to 
improved hydration and hydraulic activity [8]. 

Fig. 5: XRD patterns of belite cements (a) RN (b) RG (c) RH (A’: α ′−C2S; B: β−C2S; G: γ−C2S; S: 
SiO2; L: lime; W: wollastonite; P: portlandite). 

3.3 Compressive Strength 

The results of compressive strengths are presented in Fig. 8. The development of strength 
can be observed to increase with increased curing age except for the samples cured at 90 ºC 
(both hot air and hot water). The mortars cured at room temperature, in saturated conditions 
and lime water, had a moderate increase in strength. The strength development is significantly 
affected by the treatment method of raw meals, [10,12] and curing temperatures [18,19]. It can 
be observed that the binders that were treated hydrothermally obtained the highest strengths at 
all curing ages and methods. This reaffirms the higher reactivity of -C2S over β-C2S. The
samples containing gypsum exhibited slightly higher strength than the control due to the SO3 

(a) (b) 

(c) 
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ions stabilizing more β-C2S. The increase in compressive strength of the CNRST28 sample 
with respect to CHRST28 and CGRST28 samples is 213 percent and 110 percent respectively. 

(a) (b)

(c) (d)

Fig. 6: SEM and EDX results of synthesized cements (a and b) CN (c and d) CH.

The strength after 7 days of curing increased with increasing curing temperatures. The 
CH90A7 obtained the highest 7-day strength due to the high reactivity of the -C2S and curing 
temperature. However, the presence of a crossover effect was observed at 28 days in all samples 
cured at 90 ºC, and there was a strength decrease of 9.8 percent between CH90A7 and 
CH90A28. From the compressive strengths obtained, the most preferred method of elevated 
temperature curing cannot be deduced between hot water and hot air curing methods. However, 
it can be concluded that a curing temperature of 90 ºC is detrimental to the long-term strength 
of low temperature belite cements.

3.4 Ultrasonic Pulse Velocity (UPV) Test

The results of the UPV test conducted on the samples at 28 days are presented in Fig. 9. It 
can be observed that samples cured at room temperature obtained values between 3.11 and 3.91 
km/s. The CHRLW28 and RHRLW28 samples had the highest UPV values of 3.91 and 3.84 
km/s respectively which can be classified as ‘good’. This can be attributed to the faster 
hydration of -C2S that produces a compact structure that reduced porosity and water 
absorption. 

Belite crystals

Belite crystals
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(a) (b)

(c) (d)

Fig. 7: SEM and EDX results of synthesized cement pastes cured at 60 ºC, (a and b) CN (c and d) CH.

The mortar samples made from CN, CG, RN, and RG binders all had UPV values between 
3.0 and 3.5 km/s which classifies them in the ‘medium’ category. This is due to the low 
reactivity of β-C2S, hence, the slow hydration that led to the formation of fewer hydration 
products that can reduce porosity. The UPV values for all the samples cured at 90 ºC, and 
CN60A28 and CG60A28 (samples cured in hot air at 60 ºC) are all below 3.0 km/s. This can 
be because of the presence of flaws in the samples that may be due to the self-desiccation and 
rapid non-uniform formation of hydration products that resulted in internal cracking and the 
creation of pores. 

Although other samples cured at 60 ºC have values that place them in the ‘medium’ 
category, their long-term durability is still uncertain. The lowest values at all curing 
temperatures were obtained from samples cured in hot air due to more loss of internal water. 
Hence, curing in hot air will produce samples that will have high drying shrinkage that can 
negatively affect the durability of the samples.

3.5 Effective Water Porosity and Water Absorption Coefficient

The results from the capillary water porosity and water absorption coefficient tests are 
presented in Fig. 10a and Fig. 10b, respectively. It can be observed from Fig. 10a that mortars 
prepared from the CH binder had the lowest capillary porosity at all curing conditions while 
those from the CN binder had the highest. This is due to the formation of a dense and porous 
microstructure by the CH and CN binders, respectively [18]. The results for the water 
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absorption coefficient test in Fig. 10b show an opposite trend with mortars from the CH binders 
having the least coefficient of water absorption. The water absorption coefficient decreases 
with an increase in both curing temperature and capillary water porosity. Also, the samples 
cured in hot water had a lower coefficient of water absorption than those cured in hot air at the 
same temperature. This can be due to the difference in microstructure, as the samples cured in 
hot water might have a more uniform production of hydration compounds. It is evident that 
both properties are affected by the nature of hydration compounds formed. 

 
(a) 

 
(b) 

Fig. 8: Compressive strength development of samples cured at (a) room temperature,  
and (b) elevated temperature. 
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Fig. 9: UPV values of mortars with different curing conditions.

(a)

(b)

Fig. 10: Transport properties of mortars curing (a) capillary water porosity, 
and (b) water absorption coefficient.

0.
1

0.
1

0.
08

0.
05

0.
03

0.
09

0.
08

0.
06

0.
05

0.
04

0.
11

0.
1

0.
08

0.
06

0.
05

0

0.02

0.04

0.06

0.08

0.1

0.12

RST28 60A28 60W28 90A28 90W28

W
at

er
 a

bs
or

pt
io

n 
co

ef
fic

ie
nt

 

CN CG CH

84



IIUM Engineering Journal, Vol. 25, No. 1, 2024 Haliru et al. 
https://doi.org/10.31436/iiumej.v25i1.2829 

 
 

4.   CONCLUSION  
The effect of curing conditions on the early strength of low temperature belite cements 

was assessed in this study from which these conclusions can be drawn:  

 The development of early strength of low temperature belite cements is highly 
dependent on the curing temperature. 

 Although the highest early strengths were obtained at a curing temperature of 90 ºC, 
lower temperatures within the range of 60 ºC are more suitable for improving the early 
strength of these mortars. 

 The delay period of 24 hours reduced the loss of strength due to the crossover effect, 
and the loss is only visible in the 28 days strength of samples cured at 90 ºC. 

 The presence of the -C2S polymorph is shown to have a beneficial effect on hydration 
and strength development at all curing conditions. 

 Elevated temperature curing has a positive effect on the capillary water porosity and 
water absorption of these mortars. 
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ABSTRACT:  Concrete is a brittle substance; thus, it is reinforced with rebars and 
fibers to enhance its ductility. On the other hand, the presence of waste from various 
industries negatively impacts the environment. The ongoing reconstruction in Iraq has 
resulted in an abundance of locally produced rebar-connecting wire (RCW) and 
copper electric wire (CEW) waste. To minimize the environmental impact of these 
wastes, they can be reused in other industries, such as the concrete industry. Few 
studies have dealt with concrete's structural and mechanical properties containing 
these local residues. Therefore, this study included an experimental investigation of 
concrete columns with and without various types of industrial and waste fibers. Two 
types of industrial fibers (macro hooked-end; CH, and micro straight; CS) steel fibers 
and two types of waste fibers (RCW and CEW) were utilized. Six reinforced concrete 
(RC) columns (150 × 150 × 450 mm3) were cast: one control column without fibers 
and five columns with fibers. The fiber content within the columns was fixed at 0.75% 
of the concrete volume. The cracks pattern, load-deflection behavior and concrete 
strain for RC columns were investigated. Moreover, the mechanical properties in 
terms of compressive, splitting tensile, and flexural strengths tests were also 
conducted. The results revealed that all types of fibers used improved the mechanical 
and structural properties of the concrete. Moreover, although the hybrid synthetic 
fibers gave the best improvement compared to the reference sample, the waste fibers 
(especially RCW) showed a significant improvement that reached 30.91% in relation 
to the ultimate load and (10.1, 10.8 and 14.4%) in relation to the compressive, tensile, 
and flexural strengths respectively.  

ABSTRAK:  Konkrit adalah material rapuh; oleh itu ianya dikuatkan dengan besi dan 
fiber bagi menguatkan kekuatannya. Dalam masa sama, kehadiran bahan buangan 
dalam pelbagai industri memberi kesan negatif kepada persekitaran. Penstrukturan 
semula Iraq yang sedang berlangsung memberi kesan kepada kebanjiran bahan 
buangan seperti besi penghubung litar (RCW) dan litar elektrik tembaga (CEW) 
buatan tempatan. Bagi mengurangkan kesan pencemaran terhadap alam sekitar, 
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bahan-bahan ini boleh diguna balik dalam industri berbeza, seperti industri konkrit. 
Terdapat banyak kajian terhadap buangan tempatan yang melibatkan struktur bahan 
konkrit dan sifat mekanikal.  Oleh itu, kajian ini merupakan kajian eksperimen pasak 
konkrit dengan atau tanpa pelbagai jenis industri dan fiber buangan. Dua jenis fiber 
industri iaitu fiber besi (mikro hujung-penyangkut; CH dan mikro lurus; CS) dan dua 
jenis fiber buangan (RCW dan CEW) dipakai. Enam RC pasak konkrit (150 × 150 × 
450 mm3) dihasilkan: satu pasak kawalan tanpa fiber dan lima pasak dengan fiber. 
Kandungan fiber dalam pasak di tetapkan pada 0.75% isipadu konkrit. Corak rekahan, 
ciri-ciri kesan beban dan tekanan konkrit pada pasak RC dikaji. Tambahan, kajian 
terhadap ciri-ciri mekanikal berdasarkan tekanan, rekahan tensil dan kekuatan anjalan 
telah dijalankan. Dapatan kajian menunjukkan kesemua fiber yang digunakan 
menambah baik ciri-ciri mekanikal dan struktur konkrit. Tambahan lagi, walaupun 
fiber sintetik hibrid menunjukkan paling baik berbanding sampel contoh, fiber 
buangan (terutama RCW) menunjukkan pembaharuan ketara mencapai 30.91% 
berbanding beban maksimum dan masing-masing menunjukkan 10.1, 10.8 dan 14.4% 
pada tekanan, rekahan tensil dan kekuatan anjalan.  

KEYWORDS: industrial and waste fibers; RC columns; mechanical properties; structural 
behavior 

1. INTRODUCTION  
Concrete is a vastly employed building substance all over the world [1]. However, it begins 

to lose its bearing capacity as cracks start and gradually continues with the growth of cracks 
which may eventually lead to failure. Normal concrete is characterized by its low tensile and 
cracking resistance and limited ductility [2]. Therefore, different types of fibers (such as 
natural, synthetic and steel fibers) are integrated into the concrete to improve the mechanical 
characteristics and resistance against cracking of cement-concrete composites [3,4]. Concrete 
made with steel fiber has been efficiently used in precast products, slabs on grade, architectural 
panels, shotcrete, marine structures, thin and thick repairs, structures in seismic zones, crash 
barriers, hydraulic structures, foundations, and many other structures [5]. Depending on its 
properties, the utilization of fibers in a concrete structural member may enhance ductility 
performance and limit the crack generation and overall strength and toughness [6,7]. Moreover, 
fiber-reinforced concrete can improve the compressive behavior of concrete pillars. This 
improvement is attributed to the effect of confinement of these fibers, which leads to superior 
performance in terms of resistance and ductility compared to ordinary concrete [8].  In this 
context, several previous studies investigated the effect of fibers on reinforced concrete 
columns. Some of these studies [9-11] have found that adding steel fibers increased the strength 
of columns and showed higher levels of ductility when compared with columns that did not 
contain steel fibers. Mahdi [12] presented an analytical and experimental evaluation of the 
ductility and strength of high-performance and normal concrete columns with/without 
polypropylene and steel fibers confined by tie reinforcement. It was found that adding fibers to 
high-performance and normal concrete short columns improves their behavior and increases 
the ultimate strength. Moreover, the results showed that the percentage increase in the peak 
strength when breaking the fixed steel fiber volume decreases slightly with the increase in the 
aspect ratio of the fibers. Balanji et al. [13] researched the behavior of hybrid steel fiber-
reinforced (HSF) high-strength concrete circular columns under various loading situations. The 
hybrid steel fiber is composed of a mixture of fine and large steel fibers. Results demonstrated 
that reinforced concrete columns with HSF realized higher ductility and strength under 
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different loading conditions than RC columns without HSF. Also, it was revealed that the 
cracks of the concrete cover were delayed due to the presence of fibers. 

On the other hand, the use of metallic waste fibers, especially steel ones, in concrete and 
their comparison with industrial fibers have been investigated in the literature. For example, 
Domski et al. [14] conducted an experimental study to investigate the impact of waste steel 
fibers (WSF) from tire recycling on concrete properties and compared the results with 
conventional engineered steel fibers (ESF). The results indicated that the concrete containing 
WSF achieved higher ductility and tensile strength than that made with ESF. Moreover, 
Samindi et al. [15] researched the mechanical performance of concrete produced with waste 
(recovered from tires) and manufactured steel fibers. It was found that the compressive strength 
of concrete was improved by 17–20% in the presence of manufactured fibers compared to 5-
12% enhancement for waste fibers. Moreover, a similar ductile behavior was observed for both 
types of fibers when used separately at a rate of 0.5%. Furthermore, Sofi and Gopu [16] 
explored the compressive, splitting tensile and flexural characteristics of concrete made from 
industrial and waste fibers (electrical waste glass fiber, EWGF, and electrical waste copper 
wire fiber, EWCWF). Results revealed that the industrial, EWGF and EWCWF fibers 
improved the compressive, splitting tensile and flexural strengths by (42.6%, 81.6% and 
46.1%), (15.35%, 90.1 and 31.7%) and (23.76, 46.4 and 38.8%), respectively.  

The volume of fibers in a mixture plays a crucial role in determining its various properties. 
A study conducted by Soulioti et al. [17] focused on the mechanical behavior of reinforced 
concrete that was reinforced with steel fibers of varying geometries (hooked ends and waved) 
and volumes (0.5%, 1%, and 1.5%). The findings showed that the mechanical properties, 
flexural toughness, and peak strength of the concrete improved as the fiber content increased. 
Additionally, the geometry of the fibers was found to have a significant impact on the material's 
mechanical performance. On the other hand, Gao et al. [18] studied the compressive behavior 
of RC columns under uniaxial compression in recycled aggregate concrete incorporated steel 
fibers in proportions of 0.5%, 1%, and 1.5% (by volume). They found that the optimum 
percentage for steel fiber was 1%. A study was conducted by Attia [19] to investigate the 
impact of different types (steel and polypropylene) and amounts of fibers (0.5% and 0.75%) 
with different aspect ratios (100 and 667) on the strength of RC columns. The results indicated 
that adding fibers, particularly at a percentage of 0.75% with an aspect ratio of 100, improved 
the mechanical properties and structural behavior of the concrete columns. 

The waste, especially solid waste, constitutes a problem facing governments in developing 
countries because of its negative impact on the environment. It occupies large areas in landfills 
in addition to the fact that its decomposition takes a long time. Therefore, one of the methods 
to reduce this environmental damage is to reuse the waste in other industries (for example, 
concrete manufacturing) and convert it into valuable materials. Among these waste materials 
are rebar-connecting wires (RCW) and copper electric wires waste (CEW). These wastes are 
produced locally (in Iraq) in significant quantities as a result of the reconstruction of destroyed 
buildings due to wars and military operations in recent years. Few studies have dealt with using 
these local wastes as fibers in concrete. Moreover, few studies have examined four distinct 
types of fibers and compared them in terms of mechanical and structural performance. 
Furthermore, limited studies have dealt with the mechanical behavior of concrete columns 
containing hybrid fibers and compared it with the control (fiber-free) and that containing 
synthetic or waste fibers. In addition, the significance of this research stands out as it enhances 
sustainability and the management of solid waste by transforming non-valuable materials into 
valuable ones that can be utilized successfully in the construction industry. Accordingly, this 
study aims to investigate the mechanical and structural properties of reinforced concrete 
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columns containing locally produced (RCW and CEW) fibers along with industrial hooked-
end and straight steel fibers. The results of the study are considered promising, not only in 
improving the above properties but also contributing to enhancing the production of green 
concrete as a result of reusing these wastes and reducing their harmful environmental impact. 

2. EXPERIMENTAL WORK 
2.1  Properties of Concrete Materials 

The components used in the production of the concrete mixtures for plain and reinforced 
specimens were lime cement, natural fine and coarse aggregates, superplasticizer, and tap 
water. The cement was CEM II/A-L-42.5R in type and conformed to BS EN 197-1 [20]. Tables 
1 and 2, respectively, illustrate the physical and chemical characteristics of the cement. 

Table 1: Chemical analysis of the cement 

Oxide, % Percentage by Weight 
CaO 59.89 
SiO2 20.8 
Al2O3 5.50 
Fe2O3 5.1 
MgO 3.81 

Free CaO 0.67 
SO3 1.8 

Loss on Ignition 2.2 
Insoluble Residue 1.1 

Table 2: Physical properties of the cement 

Physical Properties  Test Results 
Specific Gravity  3.15 

Fineness (Blaine) (m2/kg)  346 
Time of Setting (Vicat) (minute) Initial time 180 

Final time 205 

Compressive Strength (MPa) 
3 days 20.50 
7 days 27.00 

 

The fine aggregate (natural sand) met Iraqi Standard No.45, zone 2 [21]. The fineness 
modulus of sand was 2.94. Natural gravel with a maximum size of 10 mm was employed as a 
coarse aggregate. The sieve analysis results of fine and coarse aggregates are presented in 
Tables 3 and 4, respectively. SikaViscocrete-5930, which conformed to ASTM C494 (types F 
and G) [22], was utilized as a workability adjuster. Four types of steel fibers (see Fig. 1) were 
added to the concrete mixtures to improve their properties. Two types of these fibers are 
considered conventional (purchased from the market): one was macro hooked-end (CH), and 
the other was micro straight-end (CS). In contrast, the other types of fibers were waste. The 
source of one of the waste fibers was from the rebar-connecting wires (RCW), and the other 
was from the copper electric wires waste (CEW). The wires were cut to the required size 
manually. The properties of all types of fibers are given in Table 5. 
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Table 3: The sieve analysis results of the fine aggregate 

Sieve Size (mm) Passing % Limits of the Iraqi Standard, 
Zone 2 

10 100 100 
4.75 100 90-100 
2.36 82.5 75-100 
1.18 60.9 55-90 
0.60 49.4 35-59 
0.30 11.3 8-30 
0.15 2.3 0-10 

Table 4: The sieve analysis results of the fine aggregate 

Sieve Size (mm) Passing, % Limits of the Iraqi Standard 
14 100 100 
9.5 100 85-100 

4.75 20.7 0-25 
2.36 2.5 0-5 

 

 
Fig. 1: The fibers used (1) CH; (2) CS; (3) RCW; and (4) CEW. 

Table 5: The properties of fibers 

Fiber 
Designation 

Tensile 
Strength 
(MPa) 

Density 
(kg/m3) 

Length (mm) Diameter 
(mm) 

Aspect ratio 
(L/D) 

CH 1300 7500 35 0.5 70 
CS 2300 7860 13 0.2 65 

RCW 510 7500 20 0.8 25 
CEW 387 8760 10 0.17 59 

2.2  Mix proportions, Casting, and Curing 

The mix proportions that were adopted for this study were 1:1.25:2 (cement: sand: gravel) 
with a W/C ratio of 0.35. For the concrete mixes, all parameters were fixed except for the type 
of fibers. The fibers were added in proportions of 0.75% by volume of concrete. One reference 
mix (control), four mixtures containing a single type of fiber (CH, CS, RCW, or CEW) and 
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one mix incorporating hybrid fibers (CH + CS) were executed for this study. For the hybrid 
fibers mixture, the addition percentage for each the micro and macro steel fibers was 0.375% 
(0.75% in total). Table 6 shows the details of mix proportions for all mixes. After mixing, the 
fresh concrete was cast in standard and column molds. After about 24 hours of casting, 
specimens were lifted from molds. Thereafter, the specimens were placed in water until the 
testing time (28 days).  

Table 6: Mix proportion details of concrete mixes 

Mix 
Designation 

Fiber 
Type 

Cement 
(kg/m3) 

Sand 
(kg/m3) 

Gravel 
(kg/m3) 

Fiber, % Super-
Plasticizer 

(kg/m3) 

Water 
(kg/m3) 

M1 --- 450 563 900 0.75 4.5 157.5 
M2 CH 450 563 900 0.75 4.5 157.5 
M3 CS 450 563 900 0.75 4.5 157.5 
M4 CH+CS 450 563 900 0.375+0.375 4.5 157.5 
M5 RCW 450 563 900 0.75 4.5 157.5 
M6 CEW 450 563 900 0.75 4.5 157.5 

2.3  Reinforced Concrete Specimens 

This study included the preparation and testing of six columns under static load. The cross-
section for all columns was 150 × 150 mm, and the columns have a total length of 450 mm. 
The columns were reinforced with four (Ø6 mm) longitudinal bars and Ø4 @ 50 mm stirrups. 
Figure 2 shows the details of the geometry and reinforcement of the columns. 

 
Fig. 2: Geometry and reinforcement details of the tested specimens. 

Six samples were cast for this study: one control column without steel fibers for 
comparison with other columns, and five specimens containing 0.75% steel fibers with 
different types: macro, micro, and hybrid (conventional and waste). All columns are identified 
in Table 7. 

Table 7: Designation of the RC Columns 

Column Name Identification of Fibers 

C1 Column without fibers 
C2 Column with macro steel fibers 
C3 Column with micro steel fibers 
C4 Column with hybrid (50% macro+ 50% micro) steel fibers 
C5 Column with rebar-connecting waste wires 
C6 Column with copper electric waste wires 
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Deformed steel bars (6 and 4 mm) in diameter were used as shown in Fig. 3. Bars of size 
Ø6 mm were utilized as a longitudinal reinforcement and bars of size Ø4 mm were used as a 
stirrup reinforcement. Table 8 shows the results of testing steel reinforcement according to 
ASTM A615 [23].

Table 8: Strength of steel reinforcement used.

Nominal Diameter (mm) 4 6
Fy (MPa) 412 423

Fig. 3: Steel reinforcement of RC columns.

2.4 Tests

Several mechanical tests were performed for this study. The mechanical test types and 
specimen details are presented in Table 9. The modulus of elasticity was determined depending 
on (ACI 363R) [24] from Eq. 1:

cf +6900 (1)

Besides, reinforced concrete (RC) columns were tested for crack pattern, ultimate load, 
load-deflection and strain behavior.

Table 9: Mechanical tests details

Test Specimen shape Dimensions, mm Standard
Compressive strength Cube 150×150×150 BS 1881 Part 116 [25]

Splitting tensile 
strength

Cylinder 100×200 ASTM C496 [26]

Modulus of rupture Prism 100×100×400 ASTM C78 [27]

3. RESULTS AND DISCUSSION
3.1 Mechanical Properties

3.1.1 Compressive strength

The results of the compression test for all the mixtures are shown in Fig. 4. The results 
generally showed that the added fibers of all types improved compressive strength. The 
percentage of improvement was within the range of 3.9 to 27% compared to the reference 
mixture (without fibers). This is due to these fibers' role in arresting the growth of cracks within 
the concrete matrix [28]. Moreover, the results clearly showed that the best compressive 
strength (59.34 MPa, which represents a 27% improvement related to plain concrete) was 
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recorded when using hybrid fibers. The reason for this behavior can be attributed to the fibers' 
ability to restrict cracking on both the micro and macro levels [29]. Furthermore, the waste 
fibers gave an improvement of 3.9% for RCW fibers and 10.1% for CEW fibers, which 
represented (especially for CEW fibers) a significant increase related to the reference sample.

Fig. 4: Compressive strength results of plain and fiber reinforced specimens.

3.1.2 Splitting Tensile Strength

Figure 5 presents the splitting tensile strength of concrete cylinders. The results illustrated, 
as in the case of the compressive strength test, that the presence of fibers contributed to an 
increase in the tensile strength of concrete in proportions differing according to the type of 
fibers. Also, the highest improvement value (35.3%) was obtained after using the hybrid fibers 
(CH+CS), followed by the hooked-end fibers. The ability of hybrid fibers to effectively bridge 
cracks, and thus the micro-mechanical features of crack bridging, work from the stage of 
damage development to after final loading [30]. On the other hand, the increase in the tensile 
strength in the hooked-end fibers mixture results from the increase in the value of the bonding 
strength between the fibers and the concrete due to the hooked ends [31]. Furthermore, the 
waste fibers showed strength exceeding the reference mixture by 10.8 and 7% for CH and CS 
fibers, respectively, which indicates the ability of these fibers to bridge the cracks and increase 
the collapse resistance of the concrete.

Fig. 5: Splitting tensile strength results of concrete mixtures.
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3.1.3 Flexural Strength

The results of flexural strength for the reference and fiber-reinforced mixes are displayed 
in Fig. 6. In general, the flexural strength results were in the same trend as the compressive and 
tensile strength tests. Where the mixtures incorporating fibers demonstrated higher strength 
than those without them. Moreover, the mixture containing the hybrid of micro and macro 
fibers recorded the highest flexural strength (improvement percentage was 37.3%). The 
improvement in flexural length of the hybrid fiber-based concrete is due to the ability of the 
fine steel fibers to control micro-cracking in the early stages of loading and hooked-end fibers 
are larger, providing a bridge mechanism across large (macro) cracks [32]. Also, the waste 
fibers increased strength by 11.2% and 14.4% (over the control sample) for CH and CS fibers, 
respectively. This indicates the effectiveness of crack-bridging action for these waste fibers.

Fig. 6: Flexural strength results of concrete mixtures.

Furthermore, according to the above, it can be noticed that the CH fibers had a superior 
performance than CS fibers in compressive, splitting tensile and flexural strengths tests. The 
reason beyond that may be attributed to the bond increasing between the fibers and concrete 
matrix as a results of fiber length (CH fibers are twice as long as CS fibers) [33].

3.2 Flexural Properties of RC Columns

3.2.1 First Crack and Cracks Pattern

The load was applied to the centerline of the columns as previously described. The member 
condition, cracks extension, behavior, or any damage from loading to failure  was observed. 
Concrete cracks were observed to show the damage process during each column's testing 
phases. Table 10 and Fig. 7, respectively, show the results of first crack loads and crack patterns 
for all columns.

Table 10: First crack load, ultimate load and deflection results

Column Fiber 
Type

First Crack 
Load (kN)

Ultimate Load 
(kN)

Increase Rate in 
Ultimate Load %

Max. 
Deflection

(mm)
C1 --- 335.37 619.61 ------- 1.10
C2 CH 404.99 794.19 28.18 1.79
C3 CS 410.34 883.72 42.63 2.22
C4 CH+CS 471.13 914.21 47.54 2.01
C5 RCW 398.14 811.12 30.91 1.64
C6 CEW 404.12 784.23 26.56 1.48
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The results of the control (without steel fibers) column (C1) showed that the first crack 
was observed at (335.37 kN). Upon further loading, new cracks extending on both sides to 
deform the column, were recorded. As the loading increased, cracks appeared in the concrete 
at the column supports. With continued loading, the deformation of the column grew. Finally, 
the concrete split and failed in shear on all four sides at the bottom of the column. 

 
Fig. 7: Crack patterns for columns with different steel fibers. 

On the other hand, the presence of fibers delayed the appearance of the first crack 
compared to the reference sample. Where the results showed that the presence of hybrid fibers 
(C4) contributed to improving the load of the first crack by 40.48%, while the waste fibers 
(RCW; C5, and CEW; C6) showed superiority in the load of the first crack by 18.72 and 
20.50%, respectively compared to the reference column. Furthermore, the results indicated that 
the primary cracks were noticed at the beginning of loading for fibers containing columns. As 
the load increased, new cracks extended from both sides in the center of the column depth. 
Because of shearing, new cracks extended diagonally at the top of the column. As the loading 
continued, new cracks also showed up in the column and the concrete cover breakage happened 
in the mid-span. The width of the main crack increased at the mid-span of the column. Finally, 
the column failed. 

Moreover, in the case of the control column without steel fiber, the failure was mainly 
caused by cracks spreading parallel to the direction of the load through the coarse aggregate 
particles, known as a splitting crack. It was also found that the failure pattern under 
compressive load is a combination of tensile split failure and shear failure when adding the 
fibers to reinforced concrete columns. The presence of fiber changed how the reinforced 
concrete columns failed from a brittle to a more ductile failure. For columns with fibers, the 
vertical cracks that appeared in tested specimens were generally held together by the fibers. 
Also, the implication of fibers prevented the concrete from spalling. The cracks were 
distributed uniformly and extended along the length of the member. Their number is more, 
which indicates the usefulness of using these fibers in the distribution of stresses along the 
column [34]. This indicates the increase in ultimate strength and ductility of columns made 
with fiber. 
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3.2.2 Load – Deflection Behavior

Figure 8 shows load–deflection curves (the values can be seen in Table 10) of the 
specimens used in this study. In general, it was found that adding metallic fibers to reinforced 
concrete columns increased the ultimate load compared to fiber-free columns. Furthermore, the 
column behavior containing fibers had more deformability and ductility than those without 
fibers. These results agree with those in the literature [35]. 

Additionally, results revealed that specimen C1 (the control) gave a lower value in ultimate 
load when compared with other columns with fiber. Also, it exhibited a brittle failure 
mechanism, while the reinforced concrete columns with metallic fiber were quite ductile in the 
compression test (which was observed through the development of cracks and the final shape 
of columns in addition to the values of the ultimate loads at the failure). Hence, the fibers have 
been very successful in confining concrete internally.

Moreover, column C4, made with hybrid (CH+CS) fibers, showed significant 
enhancement in ultimate load and ductility compared to other metallic fiber types. The ultimate 
load of the hybrid fiber-based column was superior to the control one by 47.63%. This behavior 
can be interpreted as follows [36]; under loading, the microfibers avoid expansion of the 
structure by bridging the microcracks. Once the microfibers are affected, the larger fibers will 
continue to bridge the cracks until the damage is corrected, which enhances the load-deflection 
property. Furthermore, waste fibers enhanced the RC columns' load-carrying capacity. The 
recorded load improvements for RCW and CEW, respectively, were 30.91% and 26.56% 
compared to the control column, which indicates the efficiency of these fibers in bridging 
cracks and improving the load-deformation behavior.

Also, it was found that short fibers had a greater effect on the primary part of matrix 
cracking. Thus, it contributes more to enhancing the strength of the composite compared to 
long fibers. Thereby, the initiation and propagation of primary cracks are controlled by short 
fibers earlier and more actively than long fibers. Accordingly, short fibers appear larger in 
number as a result of their proximity to each other [37].

Fig. 8: Load – deflection curves for 
columns with and without fibers.

Fig. 9: Maximum strain at service and 
ultimate loads for all columns.

3.2.3 Concrete Strains

The strain in the concrete was measured at different load levels, at mid-span for all 
columns, using demec discs located 50 mm along the column length. It was measured using a 
Digital Vernier Caliper. The concrete strain at service and ultimate loads are presented in Fig.
9.  Results revealed that a similar behavior with low strain values for all columns was observed, 
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consistent with the high stiffness of the uncracked section. When the crack occurred, the 
differences between them increased significantly.

It was observed that the maximum compressive strain at ultimate load (Pu) ranged 
between 0.0034 to 0.0077 while the maximum strain at service load (at 0.7 Pu) from 
0.00056 to 0.0025 as shown in Fig. 9. The maximum strain at service load values were 
below the normal ones prescribed by the American Code of Practice (ACI Committee 363), 

, which is 0.003. Figure 10 shows the strain distribution of concrete for all columns in 
different load stages.

Fig. 10: Concrete strain distribution for all columns in different load stages.

4. CONCLUSIONS
According to what was obtained in this experimental study for RC columns with different 

types of metallic fibers under static loading, the conclusions shown below can be stated:

1. Industrial and waste fibers showed a clear improvement in the mechanical properties of 
concrete, where the percentages of increments were within the ranges of 3.9-27%, 
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7-35.5%, and 11.2-37.3% for compressive, splitting tensile, and flexural strengths, 
respectively. 

2. The most remarkable improvement for industrial fibers was recorded in the mixture 
containing hybrid fibers, while for waste fibers, RCW fiber-based mixture showed 
better performance than CEW in the all-mechanical examinations performed. 

3. The behavior of the columns with metallic fibers was more deformable than columns 
without fibers. Moreover, in the presence of industrial and waste fibers, the distribution 
of cracks was uniform and extended along the member length, and its number was 
greater. 

4. The column with hybrid steel fiber had a load-carrying capacity greater than the control 
column by about 47.54 %. On the other hand, the improvements for waste fibers-based 
columns were 30.91% and 26.56% for RCW and CEW fibers, respectively.  

5. The maximum strain  at service load (at 0.7 ultimate loads) was between 0.00056 
to 0.0025, less than the allowable strain according to ACI Committee 363 (0.003) for 
all columns. 

In summary, considering all mechanical and structural tests, it is noted that the best 
performance was recorded when using hybrid fibers (macro and microfibers). Despite this, the 
waste fibers recorded a clear improvement in all concrete properties, and the performance of 
(RCW) was better than (CEW) compared to the reference sample. Moreover, waste disposal is 
another benefit of using these fibers, as it contributes to reducing environmental damage and 
thus is considered a promising solution in the field of green concrete technology. 
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ABSTRACT:  Developing roads is a crucial and essential activity, but maintaining them 
regularly is equally important to improve their performance. A well-maintained road network 
facilitates economic, industrial, cultural, and social growth. Once the construction phase of a 
road is complete, its operating phase commences, which is subject to wear and tear due to 
various factors like traffic and weather conditions. Hence, regular and continuous road 
maintenance activities are essential to increase the useful life of roads and manage national 
resources effectively. However, road maintenance management in Iraq, particularly in the 
province of Maysan, is suffering from poor performance due to the absence of an effective 
maintenance management system. Therefore, this research aims to identify the critical success 
factors of road maintenance projects, with a focus on the Maysan province as a case study of 
Iraq. The study identified and analyzed 27 key success factors in road maintenance projects, 
which were classified into three groups: management, technical, and resources. Based on the 
analysis of the literature review and field study in Maysan province, the top five key success 
factors were determined to be: 1. Adequate funds; 2. Timely payment to contractor and 
employees; 3. Quality of materials; 4. Use of advanced technology to detect or evaluate road 
defects; and 5. Communication and coordination among parties. 

ABSTRAK: Pembangunan jalan adalah sangat penting bagi aktiviti harian, tetapi 
penyelenggara secara berkala adalah sama penting bagi menambah baik prestasi jalan. 
Jaringan jalan yang terpelihara membantu dalam ekonomi, industri, budaya, dan 
perkembangan sosial. Sebaik fasa pembangunan jalan siap, fasa operasi bermula, bergantung 
pada tahap jalan disebabkan pelbagai faktor seperti trafik dan kondisi jalan. Oleh itu, 
penyelenggaraan jalan berkala dan berterusan sangat penting kepada jangka hayat jalan dan 
ianya dapat menyumbang kepada pengurusan sumber negara dengan efektif. Walau 
bagaimanapun, penyelenggaraan jalan di Iraq, khususnya di daerah Maysan, memiliki 
kekurangan dalam penyelenggaraan jalan disebabkan oleh ketiadaan sistem pengurusan jalan 
yang efektif. Oleh itu, kajian ini menumpukan tentang mencari faktor kejayaan penting 
sesebuah projek penyelenggaraan jalan, sebagai fokus kes kajian ini dipilih di daerah Maysan, 
di Iraq. Kajian ini merincikan dan menilai 27 kunci kejayaan dalam projek penyelenggaraan 
jalan di bawah 3 kumpulan: pengurusan, teknikal dan sumber. Berdasarkan analis dapatan 
kajian terdahulu dan bidang kajian di daerah Maysan, lima kunci faktor kejayaan didapati 
dari: 1. Sumber yang mencukupi; 2. Pembayaran tepat kepada kontraktor dan pekerja; 3. 
Material kualiti; 4. Pengunaan teknologi moden bagi mengesan dan menganalisa kerosakan 
jalan; dan 5. Komunikasi dan koordinasi antara semua yang terlibat.  
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1. INTRODUCTION
Developing a country's road network is an essential requirement for societal growth and

development [1,2]. By enhancing accessibility and reducing poverty, well-maintained roads 
can contribute to economic and social development [3]. 

Although the construction of new roads is expensive, it is vital to maintain them properly 
to prevent quick deterioration. Poor management of road maintenance will lead to the need for 
replacement or significant repairs in just a few years [4]. However, with proper planning and 
prioritization, even small maintenance budgets can make a significant improvement in service 
quality of road transportation. Road maintenance costs that are neglected will eventually be 
cost the users and the community rather than the country's budget [5]. 

Constructing roads with a specific quality and standard requires a significant amount of 
resources, which are typically provided or managed by the government [6]. However, roads, 
like other infrastructure assets, are subject to depreciation. The extent of the road deterioration 
process depends on various factors, including traffic volume, weather conditions, and the 
maintenance activities implemented for that road. For example, areas with high traffic volumes 
and severe weather conditions require more frequent and focused maintenance activities [7]. 
Establishing a road management system leads to planning, monitoring, and effective 
management of roads [8]. Obtaining information about the technical and financial status of 
road network maintenance is crucial since it impacts the overall economy of the province or 
country [3]. 

The neglect of road maintenance in Iraq has resulted in severe deterioration of the existing 
road network and has transformed low maintenance costs into significant expenses for 
renovation and reconstruction. Iraq, as a whole, lacks an efficient road management system and 
a comprehensive database detailing the maintenance measures undertaken on its roads. 
Sustaining the service level of infrastructure assets, including roads, and preventing their 
deterioration necessitates ongoing analysis and planning [9]. The regular and consistent 
execution of road maintenance activities contributes to prolonging the lifespan of roads and 
effectively managing national resources, indicating the success of the road maintenance 
program [10,11]. It is evident that enhancing the quality of existing roads must be carried out 
within the constraints of financial and technological resources [8].  

Determining the success of a project and ensuring that it stays on track in terms of quality, 
cost, and meeting goals is a crucial aspect of project management. It is important to have 
knowledge of key factors and tools that can be used to measure, monitor progress and to take 
appropriate action if a project deviates from the expected path [12]. 

Due to the significant expenses associated with road construction and its key role in a 
country's development, coupled with the high maintenance costs, it is crucial to identify and 
investigate the critical success factors for road maintenance projects. Hence, the primary 
objective of present research is to study the critical success factors in road maintenance 
projects, with a focus on the Maysan province as a case study in Iraq. 

2. LITERATURE REVIEW
The purpose of this section is to identify the elements that play a role in the success of road

maintenance projects in Iraq. This entails examining research from different countries, 

103



IIUM Engineering Journal, Vol. 25, No. 1, 2024 Ghanbari and Hasani 
https://doi.org/10.31436/iiumej.v25i1.2870 

encompassing both developing and developed nations, along with studies related to various 
construction project types. 

Road maintenance involves a series of regular and periodic activities and techniques that 
ensure road components (such as pavement, shoulders, slopes, drainage systems, and other 
technical road facilities) are kept in the in-service condition [4,13]. 

Kog et al. [14] conducted research on the influence of critical success factors on the budget, 
schedule, and quality of construction projects. They identified key factors such as senior 
management support, contractor team competence, and project manager commitment and 
involvement. Toor and Ogunlana [15] emphasized the importance of studying critical success 
factors for large-scale projects, which is particularly relevant for road and road maintenance 
projects as they fall under this category. 

Ataei Jafari and Ahmadvand [16] conducted research on the critical success factors of 
intelligent transportation system (ITS) projects. According to their findings, outsourcing large 
ITS projects require careful consideration of critical success factors that fall under four 
categories: organizational, management, environmental, and individual factors. Organizational 
factors include elements such as organizational trust, adequate resource allocation, supervision, 
organizational culture, and quality of communications. Management factors include supplier 
identification and selection, information technology standards, establishing a steering 
committee, competent project management, human resource management, cost management, 
and senior management support. Environmental factors encompass laws and regulations, 
activities of competitors, and government policies. Lastly, individual factors involve technical 
expertise, flexibility, and user involvement. The successful implementation of ITS requires 
proper organizational support, efficient project management, and effective communication, 
which could also be essential for successful road maintenance projects. 

According to the research of Li et al. [17] effective communication and cooperation among 
project participants is a key success factor. Banihashemi et al. [18] emphasized the importance 
of clear definition of responsibilities, emphasis on high quality work, and the experience and 
competence of the project manager as crucial success factors for integrating sustainability into 
projects. 

Ghanbari and Mojtahedzadeh Asl [19] state that creating a maintenance checklist can 
enhance the effectiveness of planning, implementation, and monitoring of maintenance 
activities. Similarly, according to Chen et al. [20], identifying critical success factors and 
understanding their interrelationships can assist project managers in focusing on key factors 
and allocating appropriate resources. Additionally, Williams [21] examined the 
multidimensionality of success and demonstrated how success factors interact with one another 
through causal loops. 

Osei-Kyei et al. [22] suggest that studying critical success factors is highly beneficial for 
projects involving public sector participation. Tabish and Jha [23] found that awareness and 
adherence to laws and regulations are the most important success factors in government 
projects. Meanwhile, Obeng and Tuffour [24] have researched alternative financing sources 
for road network maintenance in developing countries. They argue that traditional financing 
options have become increasingly challenging, and alternative arrangements are necessary 
since governments are unable to meet their planned expenditure commitments. 

Yarmukhamedov et al. [7] examined the effectiveness of competitive bidding and cost 
efficiency in road maintenance services in Sweden, utilizing econometric methods. The study 
revealed that the government provider incurred higher costs (8-20%) compared to private 
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companies. The findings showed that significant savings could be achieved by outsourcing 
road maintenance services to the private sector through market competition. 

A study conducted by McPherson and Bennett [8] explored the critical factors required for 
the effective implementation of a computerized road management system (RMS). This type of 
system relies on three fundamental components - processes, people, and technology, which 
must be supported by adequate funding. The study findings suggested that the absence of any 
of these components could lead to system failure. The primary objective of an RMS is to assist 
the road organization in planning and prioritizing road investments. 

In a study analyzing urban road maintenance plans in Palestine, Issa and Abu-Eisheh [25] 
found that 95% of maintenance work was done through foreign contracts, indicating a need for 
support and equipment for municipalities to carry out basic road maintenance works. Safety is 
also a crucial success criterion in construction project management, as emphasized in the 
research of Dann and Fry [26] and Aksorn and Hadikusumo [27]. Additionally, stakeholder 
management [28] and improving team integrity [29] are also important considerations for 
project success. Clear definition of responsibilities is also cited as a critical success factor for 
partnering in construction projects, according to Chan et al. [30]. 

The utilization of optimization methods enables the identification of the most suitable 
approach for managing road and pavement maintenance [31,32]. Mahmood et al. [33] 
introduced a multi-objective particle swarm algorithm for pavement maintenance design. The 
algorithm can improve maintenance solutions' quality and efficiently analyze large road 
networks. 

Osman and Kimutai [34] conducted a study on the critical success factors in road 
construction projects in Kenya. They emphasize the importance of officials not only ensuring 
the availability of guidelines for the contractor selection process but also adhering to them and 
taking measures to prevent corruption and political influences in contract agreements. The 
research suggests the establishment of a comprehensive system that maintains and integrates 
the details and records of road contractors who have previously worked with the government. 
This system aims to facilitate easy tracking of contractors' performance to minimize the 
selection of inefficient contractors. 

The topic of road management includes the study of performance-based road maintenance 
contracting (PBRMC) [5,6,35,36]. PBRMC is an effective way to shift the responsibility of 
road maintenance activities to the private sector. The structure of performance indicators, as 
well as the penalties and incentives included in the contract, has a significant impact on the 
overall cost and level of service provided to the public [36]. PBRMCs that are well-designed 
maintain roads in predefined good conditions at relatively low costs [6]. 

Shrestha and Shrestha [4] conducted research on change orders in road maintenance 
contracts in the United States. The study found that there are several reasons for change orders 
in maintenance projects, such as an incorrect scope of work, errors in estimation, changes in 
the initial design, changes in material specifications, and failure to confirm the work site 
conditions before signing the contract. 

3. ROAD MAINTENANCE STATUS IN MAYSAN 
Maysan province is situated in Iraq and has a network of exit roads in all directions, 

covering a length of approximately 700 km. The province's road and bridge infrastructure is in 
critical and difficult conditions due to insufficient budget allocation and financial capacity. The 
roads are suffering from issues like rutting and creeping in the asphalt layers, which is caused 
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by several factors such as the lack of control over truckloads and the use of a weak asphalt 
mixture. To address this issue, axial weighing stations were installed at the entrance of the 
governorate to regulate the loads and polymer asphalt used. These corrective measures led to a 
reduction in maintenance work and costs compared to previous periods. 

Several successes and failures have been observed in road maintenance and repair projects 
in Iraq, which provide valuable experiences. To achieve more success in road maintenance 
projects, it is necessary to conduct a scientific analysis of the key success factors in Maysan's 
road maintenance projects. The results of this analysis can be beneficial to Iraq's road 
infrastructure. 

4. RESEARCH METHOD
4.1  Research Conceptual Model 

This research is practical in terms of its purpose and descriptive in terms of its research 
method. Data collection was done through a questionnaire. The study collected 27 key success 
factors for Iraqi maintenance projects. Section 5 of this article presents the statistical analysis 
of the model. Figure 1 shows the conceptual model of this research, which identifies the 
relationship between the key success factors and the success of Iraqi maintenance projects. 

Fig. 1: Conceptual model of the research. 

The conceptual model presented in Fig. 1 shows that the classification of key success 
factors of road maintenance projects is based on three indicators: management factors, 
technical factors, and resource factors, all of which are independent variables. The dependent 
variable in this model is the success of road maintenance projects. Then, a questionnaire was 
created and sent to the road maintenance engineers of Maysan, who were the statistical 
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population of the research. The questionnaire was developed based on a 5-point Likert scale 
and 27 factors (which are classified into three groups of managerial, technical, and resource 
factors). To ensure content validity, the questionnaire was reviewed by two civil engineering 
university professors, who provided their opinions for the questionnaire.   

The data collected from the surveys were analyzed using SPSS 20 software, and then the 
key success factors were ranked using the Relative Importance Index (RII) method. The sample 
size of the research is 45, of which 43 road maintenance engineers answered all the questions 
in the questionnaire, which resulted in a 95% efficiency rate. The demographic characteristics 
of the respondents are presented in Table 1. 

Table 1: Demographic description of respondents 

Characteristics Category Frequency Percentage 

Age (years) 
> 40 12 27.91% 

30-40 27 62.79% 
< 30 4 9.30% 

Specialty 

Civil engineering 27 62.79% 
Architecture 5 11.63% 
Electricity  4 9.30% 
Mechanics  5 11.63% 

Other  2 4.65% 

Experience 

> 25 2 4.65% 
15-25 14 32.56% 
10-14 13 30.23% 

6-9 12 27.91% 
3-5 2 4.65% 

Education level 

PhD 2 4.65% 

Master 12 27.91% 

Bachelor 29 67.44% 

Affiliation 
Client 28 65.12% 

Consultant 11 25.58% 
Contractor 4 9.30% 

 

4.2  Relative Importance Index Method 

Previous studies have provided a formula to calculate the RII based on expert 
questionnaire data, and this formula has been used in this study as well [4,37,38]. The RII 
formula, shown in Eq. (1), calculates the weight of each factor based on the expert responses: 

 (1) 

Table 2: The weighted importance scale of the responses 

Option Not 
important 

Slightly 
important 

Moderately 
important 

Important Very 
important 

Likert value 1  2 3 4 5 
RII value 0 - 0.2  0.2 – 0.4  0.4 – 0.6  0.6 – 0.8  0.8 - 1  
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The RII values were calculated for each response using Table 2 and Eq. (1). According to 
Table 2, if the RII value of a factor is greater than 0.6, it is considered a key success factor. 

5. RESULTS AND DISCUSSION
5.1  Statistical Data Screening 

The reliability of the questionnaire used in this research was evaluated by computing 
Cronbach's alpha in SPSS software, which yielded a value of 0.86. As this value is greater than 
0.7, it indicates that the measurement tool used in this research is reliable. The normality of the 
research data was evaluated using the Kolmogorov-Smirnov and Shapiro-Wilk nonparametric 
tests in SPSS software, and the results showed that the research variables follow a normal 
distribution, as the deviation from normal distribution was found to be greater than 0.05. 
Subsequently, Pearson's test was conducted to examine the correlation between variables using 
SPSS software (see Table 3). A significant correlation was found between the research 
variables and the success of road maintenance projects, indicating that each group of 
managerial, technical, and resource factors significantly affects the success of road 
maintenance projects in Maysan. 

Table 3: The result of Pearson's correlation test 

Management Technical Resource 

Management 
Correlation Coefficient 1 0.677 0.605 

Sig. (2-tailed) . 0 0 
N 43 43 43 

Technical 
Correlation Coefficient 0.677 1 0.533 

Sig. (2-tailed) 0 . 0 
N 43 43 43 

Resource 
Correlation Coefficient 0.605 0.533 1 

Sig. (2-tailed) 0 0 . 
N 43 43 43 

5.2  Factors Ranking 

This study examined 27 essential factors for the success of road maintenance projects in 
Maysan province, and based on the statistical tests and their RII score, all of the factors were 
identified as crucial factors for success. 

5.2.1 Ranking of the Management Factors 

According to the survey responses of 43 road maintenance engineers, the top 5 
management factors contributing to the success of road maintenance projects are as follows: 

Adequate funds

Timely payment to contractor and employees

Communication and coordination among parties

Selection of qualified maintenance contractors

Senior (top) management support
The study identified and ranked 9 management factors that were found to be effective in 

road maintenance project success. Table 4 displays the prioritized list of these factors. The 
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analysis indicated that the organizational culture of maintenance was ranked the least effective 
among these factors. 

Table 4: Ranking of management factors affecting the success of road maintenance projects 

Code Key Success Factor RII Rank 

F8 Adequate funds 0.874 1 
F9 Timely payment to contractor and employees 0.871 2 
F6 Communication and coordination among parties 0.856 3 
F3 Selection of qualified maintenance contractors 0.847 4 
F4 Senior (top) management support 0.833 5 
F5 Rapid decision making 0.791 6 
F7 Use of Management Information System (MIS) 0.767 7 
F2 Clear organizational structure and job description 0.749 8 
F1 Organizational culture of maintenance 0.740 9 

5.2.2 Ranking of the Technical Factors 

Based on the collected responses of 43 road maintenance engineers, the top 5 technical 
factors in the success of road maintenance projects are: 

 Use of advanced technology to detect or evaluate road defects 

 Accurate budget & time estimation 

 Construction & Maintenance method 

 Regular inspection 

 Visit the site before designing 
Table 5 shows a summary of the ranking of technical factors based on the RII score. The 

Life Cycle Assessment theory used during the design phase was found to have the least priority 
in the technical group. 

Table 5: Ranking of technical factors affecting the success of road maintenance projects 

Code Key Success Factor RII Rank 
F16 Use of advanced technology to detect or evaluate road defects 0.865 1 
F11 Accurate budget & time estimation 0.851 2 
F17 Construction & Maintenance method 0.819 3 
F18 Regular inspection 0.819 4 
F14 Visit the site before designing 0.800 5 
F15 Review of design drawings 0.753 6 
F19 Flexibility in different weather conditions 0.749 7 
F12 Use of performance-based contracts 0.735 8 
F13 Safety hazard identification 0.735 9 
F10 Use of Life Cycle Assessment theory at the design stage 0.730 10 
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5.2.3 Ranking of the Resource Factors 

According to the analysis of 43 questionnaires, the top five resource factors that contribute 
to the success of road maintenance projects are as follows: 

Quality of materials

Modern machinery

Adequate materials and equipment

Use of road maintenance experts

Regular maintenance of equipment
Table 6 presents the prioritized ranking of resource factors based on the RII score obtained 

from the data analysis of 43 questionnaires. It was found that the use of personal protective 
equipment was ranked lowest among the resource factors. 

Table 6: Ranking of resource factors affecting the success of road maintenance projects 

Code Key Success Factor RII Rank 
F25 Quality of materials 0.870 1 
F26 Modern machinery 0.846 2 
F24 Adequate materials and equipment 0.837 3 
F23 Use of road maintenance experts 0.833 4 
F27 Regular maintenance of equipment 0.823 5 
F20 Competency of project manager 0.800 6 
F21 Adequate training to human resource 0.753 7 
F22 Use of personal protective equipment 0.721 8 

5.2.4 Top Ten Success Factors 

The top 10 key factors that influence the success of road maintenance projects are 
presented in Table 7. The ranking chart of these factors based on their RII scores is illustrated 
in Fig. 2. According to the findings of the research, incorporating these 10 factors can lead to 
more successful road maintenance and repair projects. 

Table 7: Ranking of resource factors affecting the success of road maintenance projects 

Code Key Success Factor Category RII Rank 
F8 Adequate funds Management factors (MF) 0.874 1 
F9 Timely payment to contractor and 

employees 
Management factors (MF) 0.871 2 

F25 Quality of materials Resource factors (RF) 0.870 3 
F16 Use of advanced technology to detect or 

evaluate road defects 
Technical factors (TF) 0.865 4 

F6 Communication and coordination among 
parties 

Management factors (MF) 0.856 5 

F11 Accurate budget & time estimation Technical factors (TF) 0.851 6 
F3 Selection of qualified maintenance 

contractors 
Management factors (MF) 0.847 7 

F26 Modern machinery Resource factors (RF) 0.846 8 
F24 Adequate materials and equipment Resource factors (RF) 0.837 9 
F4 Senior (top) management support Management factors (MF) 0.833 10 
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Fig. 2: Bar chart of RII score of top ten key success factors in road maintenance projects 
in Maysan province.

This research suggests several key factors for successful road maintenance projects, based 
on the results obtained. The first important factor is the systematic allocation of maintenance 
budget and timely payment of invoices to contractors and workforce. Negligence in budgeting 
can cause delays in completing maintenance plans. The second key factor is the quality of 
equipment and materials used, which requires continuous improvement planning and efforts. 
The third factor is the use of advanced technologies to accurately detect road defects in a timely
manner. The fourth factor is effective communication and coordination among project 
organizations. The fifth factor is accurate budget estimation for the project to avoid time and 
cost overruns. The sixth factor is the selection of efficient road maintenance contractors with 
strict implementation of qualification assessment. The seventh factor is the use of modern and 
well-maintained machines to increase project productivity. Lastly, continuous monitoring of 
road maintenance sites is essential to ensure safety and quality improvement.

6. CONCLUSION
The significance of maintenance in systems with components that undergo wear and tear 

during operation is undeniable. Every year, a significant portion of Iraq's budget is allocated to 
the construction of new roads, while the maintenance of existing roads is neglected. Apart from 
the very low maintenance budget, the lack of an efficient road maintenance program has caused 
the failure of maintenance projects. Achieving success in road maintenance projects 
necessitates thorough planning. Considering the deterioration of Iraq's road infrastructure and 
the ineffective utilization of resources in maintenance projects, there is an immediate need to 
explore the critical factors that contribute to the successful execution of these projects.

The aim of this study is to recognize and prioritize the critical factors that lead to the 
success of road maintenance projects in Maysan province. To achieve this goal, the researchers 
initially identified 27 key success factors of road maintenance projects that were classified into 
three groups: management, technical, and resources, based on previous research. Following 
this, a questionnaire was developed, consisting of 27 questions, and was circulated among road 
maintenance engineers in Maysan. The data gathered from the questionnaires underwent 
statistical tests to assess normality, reliability, and correlation to ensure the precision and 
accuracy of the data. Finally, the relative importance index (RII) method was employed to 
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analyze the data, and the results indicated that all 27 key success factors had a significant 
impact on the success of road maintenance projects in Maysan. 

Based on the study, the top 10 critical factors for the success of road maintenance projects 
are: 1) adequate funds, 2) timely payment to contractors and employees, 3) quality of materials, 
4) use of advanced technology to detect or evaluate road defects, 5) communication and
coordination among the involved parties, 6) accurate budget and time estimation, 7) selection
of qualified maintenance contractors, 8) use of modern machinery, 9) adequate materials and
equipment, and 10) senior management support.

To further research road maintenance, it is suggested to explore the dynamic management 
of road network maintenance through the system dynamics method. Additionally, studying the 
use of artificial intelligence in road maintenance management, particularly for detecting and 
evaluating road defects, is also recommended. 
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ABSTRACT:  Riverbank erosion is a natural process of removal of earthen materials from 
the bank surface. The process of riverbank erosion that is induced naturally results in the 
formation of landforms such as valleys, canyons, and productive floodplains. However, 
riverbank erosion can also be considered a hazard when the process occurs at an alarming rate 
causing loss of land. The extent of erosion depends on many factors. One of the main factors 
responsible for riverbank erosion is the soil erodibility which is the resistance of soil to 
erosion. The aim of this study is to quantify the riverbank erosion rates and the potential 
magnitude of riverbank erosion in order to generate an empirical predictive model to estimate 
riverbank erosion from physical and geomorphic variables for rivers susceptible to riverbank 
erosion. Several models were trained using the Regression Learner application in MATLAB 
software. Models that include soil erodibility parameters perform better than the models 
without the soil erodibility parameters. The model with the highest accuracy was found to be 
Model 2, with Root Mean Square Error (RMSE) of 3.70E-08 and coefficient of determination, 
R2 of 0.55. The model produced in this study will be helpful to analyze and predict the effects 
of riverbank erosion and assist in the development of bank stabilization solution. 

ABSTRAK: Hakisan tebing sungai adalah proses semula jadi terhadap penyingkiran bahan 
tanah dari permukaan tebing. Proses hakisan tebing sungai yang terjadi secara semula jadi ini 
mengakibatkan pembentukan bentuk muka bumi seperti lembah, ngarai dan dataran banjir 
yang produktif. Bagaimanapun, hakisan tebing sungai juga boleh dianggap sebagai ancaman 
apabila proses berlaku pada kadar membimbangkan sehingga menyebabkan kehilangan tanah. 
Tahap hakisan bergantung pada banyak faktor. Salah satu faktor utama yang menyebabkan 
hakisan tebing sungai adalah kebolehhakisan tanah iaitu ketahanan tanah terhadap hakisan. 
Kajian ini bertujuan untuk mengukur kadar hakisan tebing sungai, mengkaji potensi magnitud 
hakisan tebing sungai dan menghasilkan model ramalan empirik bagi menganggarkan hakisan 
tebing sungai daripada pembolehubah fizikal dan geomorfik bagi sungai yang terdedah 
kepada hakisan tebing sungai. Beberapa model telah dilatih menggunakan aplikasi Regression 
Learner dalam perisian MATLAB. Dapatan menunjukkan model yang mengandungi 
parameter kebolehhakisan tanah adalah lebih baik berbanding model tanpa parameter 
kebolehhakisan tanah. Model 2 didapati mempunyai ketepatan tertinggi dengan ralat punca 
min kuasa dua (RMSE) sebanyak 3.70E-08 dan pekali penentuan, R2 sebanyak 0.55. Model 
dalam kajian ini dapat membantu dalam analisa berkaitan kesan hakisan tebing sungai dan 
penyelesaian kepada pembangunan kestabilan tebing. 

KEYWORDS: riverbank erosion; soil erodibility; erosion pin; Sungai Pusu 
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1. INTRODUCTION 
Riverbank erosion is a complex phenomenon which has garnered the attention of people 

all over the world. Riverbank erosion as defined by [1] is the removal of earth materials from 
the bank of a river. It is a geological process in which earthen materials from the bank of a river 
get detached and enter the receiving water body. Riverbank erosion can be a slow-paced 
process and can also occur at an alarming rate which leads to severe loss of bank material. It is 
an unpredictable hazard which has severe impacts on the land and people nearby. 

Riverbank erosion studies are crucial to determine the rate of erosion due to fluvial 
entrainment and bank instability. In Malaysia, research conducted on riverbank erosion are 
limited due to the complexity of the fieldwork investigations which consist of measurement of 
riverbank erosion, soil properties and flow condition. Prediction of the magnitude of erosion 
using existing equations obtained from previous research that deals with rivers outside 
Malaysia may produce unfavorable results due to the difference in soil properties and river 
characteristics. Besides, most of the research conducted mostly focused on the surface erosion 
which utilizes the Universal Soil Loss Equation (USLE) method to determine the soil 
erodibility [2-4]. However, this method is not best suited for riverbank erosion investigation. 
In recent years, research conducted on riverbank erosion mostly utilizes remote sensing data to 
predict the riverbank erosion rate [5-7]. By using only remote sensing data, not all factors 
governing riverbank erosion will be included in the model development. Field riverbank 
measurements need to be conducted to properly investigate all the variables affecting riverbank 
erosion including flow parameters, riverbank geometry, and soil properties and characteristics 
to incorporate them into the riverbank erosion rate prediction.  

The degree of riverbank erosion is dependent on various factors. Soil erodibility is one of 
the factors that plays a significant role in determining the rate of riverbank erosion. Soil 
erodibility is the soil’s resistance to erosion based on the physical characteristics of each soil 
[8]. It is one of the major factors that govern the rate of riverbank erosion. The physical 
properties of soil that influence erodibility are aggregate size, particle size distribution, bulk 
density, water content, and temperature [9]. The erodibility of soil also varies with soil 
structure, stability, shear strength, aggregates, soil depth, soil organic matter, bulk density and 
chemical constituents [10]. In general, soil with high erodibility factor may be eroded much 
more easily compared to soil with low erodibility factor. Low erodibility soil has higher 
resistance to both detachment and transport process. 

The aim of this study is to quantify the rates of riverbank erosion and generate a model to 
estimate riverbank erosion from physical and geomorphic variables for rivers susceptible to 
riverbank erosion. In this study, ascertaining the effects of soil erodibility to riverbank erosion 
and failures by comparing the riverbank erosion prediction model, which incorporates soil 
erodibility parameters, with models that exclude the soil erodibility parameters is attempted. 

2. STUDY AREA AND METHODOLOGY 
The study area is Sungai Pusu which has a total length of approximately 4.1 kilometers 

and flows through the International Islamic University Malaysia (Gombak campus) before it 
joins Sungai Gombak. Sungai Pusu is currently classified as a Class IV River, which is regarded 
as the worst river water quality condition according to Malaysian water quality standards [11]. 
Riverbank erosion is also prominent at several sections of the river. Figure 1 shows the flow 
path of Sungai Pusu and the selected fieldwork sites. A total of four sections of the riverbank 
were selected where it is deemed suitable and accessible for field measurements and data 
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collection. Table 1 shows the geographical coordinates of all the selected bank sections of 
Sungai Pusu. 

Fig. 1: Sungai Pusu flowing through the International Islamic University Malaysia, Gombak campus. 

Table 1: Coordinate of sections 

Section no. Coordinate 
1 3o15’01”N 101o43’52”E 
2 3o15’00”N 101o43’55”E 
3 3o14’59”N 101o44’05”E 
4 3o14’59”N 101o44’07”E 

Figure 2 shows the riverbank of the selected sections of Sungai Pusu. Riverbank erosion 
features were observed at a few stretches of the river. Distinct signs of sedimentation were also 
discovered along the riverbank. The length of each section is approximately 10 to 15 meters. 

A significant amount of erosion can be seen at the riverbank from the figure above. Based 
on field observation, it is evident that several parts of the river have considerable amount of 
erosion which could eventually lead to problems in the future. Additionally, distinct signs of 
sedimentation were observed along the river network.  High concentration of sediments in the 
river have also caused floods, the worst of which was recorded specifically in 2014 at the 
International Islamic University Malaysia, Gombak campus [12]. 

2.1  Field Measurement 

Field measurements were carried out to obtain the data needed to investigate riverbank 
erosion. The process included measurement of the erosion rate, soil erodibility, riverbank cross-
section and bank geometry, river flow velocity and collection of soil samples. The cross-section 
and riverbank geometry were established through measurement and surveys. The data that were 
measured in the field includes river width, depth, riverbank angle, and riverbank height. Flow 
velocities were measured using a current meter each time the measurement of erosion pins was 
taken. 
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Fig. 2: Selected sections of Sungai Pusu.

2.2 Erosion Pins Method

The method that was used for measurement of the riverbank erosion rate was the erosion 
pin method. Numerous publications have emphasized the advantages of employing erosion 
pins. Erosion pins are an economical way to quantify erosion and deposition rates of soil [13]. 
This method can easily be employed without having to use any special equipment and the 
erosion pins themselves are relatively low cost. Erosion pins have high sensitivity where small 
changes in bank retreat can be measured using erosion pins. Figure 3 shows the erosion pins 
installed at the riverbank of Sungai Pusu.

Fig. 3: Erosion pins installed at the site.

Erosion pins were installed at the left and right bank for all the selected sections of the 
river. The ideal length of the pin is between 0.30 to 0.50 meters [14]. Erosion pins with a length 
of 60 cm were used in a recent study that was conducted to estimate rates of riverbank erosion 
for Sungai Bernam [15]. In this study, mild steel rods that were 60 cm long and 6 mm in 
diameter were utilized. The pin diameter in this study was selected to be as small as possible 
to avoid material disturbance and minimize public visibility. Selection of the pin length 
depends on the expected rate of erosion, the frequency of site visits, and pin resetting. The pins 
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were inserted horizontally into the bank leaving out only 10 cm from the total length of the pin. 
The end of the pins were labeled with numbers to ease the pin measurement process. A total of 
140 pins were installed at the site. Figure 4 shows the schematic diagram of the erosion pins 
arrangement. 

Fig. 4: Schematic diagram of the erosion pins arrangement. 

The pins were arranged in a grid pattern along the river sections, spaced evenly at one-
meter intervals and vertically at intervals of between 15 and 30 cm, depending on the height of 
the bank. Each site consisted of 10 to 15 plots with 3 pins installed at each plot. As erosion 
proceeds, more and more of rod will be exposed. 

2.3   Soil Sampling 

A total of 10 soil samples were collected from the selected bank sections of Sungai Pusu 
using a hand auger. The number of soil samples to be collected depends on the variation of soil 
at the site. Based on previous study, a total of 10 to 13 samples is considered sufficient to study 
the soil properties of the river [16-19]. The soil samples collected were sent to the laboratory 
to conduct soil testing. In this study, sieve analysis, a hydrometer test, an Atterberg limits test, 
and a bulk density test were conducted to determine mean particle diameter, d50, the percentage 
of silt, sand, and clay in the soil composition, plasticity index, bulk density, and soil porosity. 

2.4   Soil Erodibility Coefficient Determination 

The soil erodibility coefficients were computed using the equation by [20]. The equation 
shows the correlation between critical shear stress and clay-silt fraction. 

c = 0.1 + 0.1779 (SC%) + 0.0028 (SC%)2 – 2.34 ×10-5 (SC%)3 (1) 

Where c is the critical shear stress and SC% is the combined percentage of clay and silt. After 
calculating the critical shear stress, the soil erodibility coefficient was determined using the 
empirical correlation found by [21]. 

kd = 0.2 c
-0.5 (2) 

Where kd is the soil erodibility coefficient (cm3/N-s). 

2.5 Dimensional Analysis 

Dimensional analysis was performed to determine the relationship between variables that 
influence riverbank erosion rate and reduce the number of variables for subsequent analysis.  
The variables involved in quantifying the riverbank erosion were grouped into five categories 
namely bank geometry, hydraulic characteristic, soil characteristics and properties and others. 
Table 2 shows the selected variables used in the dimensional analysis and the categories. 
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Table 2: Selected variables for dimensional analysis 

Categories Variables Symbol Units Fundamental quantities 

Riverbank erosion rate Erosion rates ξ m/s LT-1 
Hydraulic 

characteristics 
Near bank velocity ub m/s LT-1 

Fall velocity ω m/s LT-1 
Water depth D m L 

Bank geometry Bank height hb m L 
Bank angle β - - 

Bankfull width B m L 
Soil characteristics and 

properties 
Mean particle density d50 m L 

Porosity P - - 
Plasticity index PI - - 

Critical shear stress τc N/m2 ML-1T-2 
Erodibility coefficient kd m3/N-s  

Particle density ρs kg/m3 ML-3 
Others Water density ρw kg/m3 ML-3 

Functional relationships addressing riverbank erosion rates were established using 
Buckingham’s Pi Theorem. There were fourteen (14) variables and three fundamental 
dimensions selected in the relationship. As the number of variables, n is 14, and the number of 
fundamental dimensions, m is 3, the number of dimensionless groups will be 11. The selection 
of repeating variables to be used in the dimensional analysis was based on the guidelines from 
previous study [22] which are as follows; (1) The repeating variables must not be able to form 
a dimensionless group by themselves; (2) The repeating variables must represent all the 
fundamental quantities in the study which are M, L and T; (3) The repeating variables should 
not have the same dimensions or dimensions that differ by only an exponent ; (4) Whenever 
possible, simple variables should be selected over complex variables. Table 3 shows the 
different sets of repeating variables selected in this study. 

Table 3: Repeating variables 

No Repeating variables 
1 ub, ρw, hb 

2 ub, ρw, d50 
3 ub, ρw, D 

There is a total of three sets of repeating variables which yield three sets of functional 
relationship between the parameters. In order to form the dimensionless groups or also called 
as -term, each non-repeating variable is multiplied to repeating variables that are raised to an 
exponent. Typically, it takes the form of  , where a, b, and c are determined through 
calculations to make the combination dimensionless. The example of calculation for the -term 
is as follows; 

For repeating variables: ub, d50, w 

1 =  ξ ub a1 w b1 d50 c1 

     = M0 L0 T0 
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Substitute the dimensions, 

M0 L0 T0 = (LT-1)a1(ML-3)b1(L)c1 

a1 = -1 

b1 = 0 

c1 = 0 

1 =

The calculations were then repeated for the other -terms. The functional relationship derived 
from the dimensional analysis were presented in the result and discussion section. 

2.6 Regression Learner 

Different models were trained using the Regression Learner app in the MATLAB software 
to develop a model to estimate rates of riverbank erosion. Regression Learner is an app that 
can interactively train and validate regression models to predict data. There are many model 
type options such as linear regression, regression tree, Gaussian process regression, support 
vector machines, ensembles of regression tree and neural network regression models. Using 
the parallel pool, these multiple models can be trained at a time and be compared side to side 
to validate the errors. The best model with the lowest Root Mean Square Error (RMSE) and 
the highest R-squared value were selected. 

3. RESULTS AND DISCUSSION
Dimensional analysis was utilized to identify significant dimensionless numbers for the

riverbank erosion process. The potential variables governing the riverbank erosion process 
were grouped into five categories: riverbank erosion rate, bank geometry, hydraulic 
characteristics and soil characteristics and properties. The parameters for hydraulic 
characteristic include near-bank velocity, ub, fall velocity, ω, and water depth, D. The 
parameters for bank geometry consist of bank height, hb, bank angle, β, and bankfull width, B. 
The parameters for soil characteristics and properties include mean particle diameter, d50, 
particle specific gravity, porosity, p, plasticity index, PI, critical shear stress, τc and erodibility 
coefficient, kd. The Buckingham π theorem is applied to obtain all sets of dimensionless 
parameters from the selected variables. The riverbank erosion rate, ξ serves as the dependent 
variable. The dimensional analysis performed in this study yields several functional 
relationships using different sets of repeating variables.  

Table 4 shows the sets of repeating variables and the respective functional relationships 
for the dimensional analysis performed using all 14 variables from all parameter categories. 
Table 5 shows the established functional relationship by performing dimensional analysis using 
the variables from the hydraulic characteristic and bank geometry categories only. Two sets of 
repeating variables were selected which results in two sets of functional relationship. This step 
was conducted in order to determine the significance of soil parameters in the riverbank erosion 
prediction. In order to do so, the training result for models which include soil parameters and 
models that exclude soil parameters will be compared. 

Different regression models were trained using the Regression Learner application 
available in MATLAB software. A total of 220 data from field observations were used in the 
model development. The data were split into training and testing data by a ratio of 70:30. After 
running the data through several different models, models that showed best fit were extracted 

121



IIUM Engineering Journal, Vol. 25, No. 1, 2024 Rosli et al. 
https://doi.org/10.31436/iiumej.v25i1.2959 

 
 

and compared. The process was then repeated for the other equations. The model’s accuracy 
was measured using the R-squared (R2) and Root Mean Squared Error (RMSE) value. RMSE 
is the standard deviation of residuals or prediction error. It is used to measure the average 
magnitude of error in the predicted value. The RMSE value is measured in the same unit as the 
independent variables or the predictor. Generally, the lower the value of RMSE, the better is 
the model performance. Meanwhile, R2, also known as coefficient of determination, gives an 
indication of the model fits. High R2 value indicates that the model has good fits for the dataset. 
Table 6 shows the training results for the trained regression models for Eqs. 3 - 5.  

Table 4: Repeating variables and its functional relationship (Eqs. 3 - 5) 

Equation No. Repeating Variables Functional Relationship 

3 ub, ρw, hb  = f (  ,  ,  , β,  , p, PI, ,  ,  , )  

4 ub, ρw, d50  = f (  ,  ,  , β,  , p, PI, ,  ,  ,  ) 

5 ub, ρw, D  = f (  ,  ,  , β,  , p, PI, ,  ,  , ) 

Table 5: Repeating variables and its functional relationship (Eqs. 6 and 7) 

Equation No. Repeating Variables Functional Relationship 

6 ub, ρw, hb  = f (  ,  , β,  ,  ) 

7 ub, ρw, D  = f (  ,  , β,  ,  ,) 

Table 6: Training results for Eqs. 3 - 5 

Functional 
Relationship 

Model 
No. 

Model Type Equation Type RMSE R-squared 

Functional 
Relationship 1 

(3) 

1 Stepwise Linear 
Regression 

Stepwise Linear 4.27E-08 0.43 

2 Ensemble Boosted tree 3.70E-08 0.55 
3 Ensemble Bagged tree 4.13E-08 0.47 

Functional 
Relationship 2 

(4) 

4 Linear Regression Linear 4.71E-08 0.31 
5 Stepwise Linear 

Regression 
Stepwise linear 4.21E-08 0.45 

6 Ensemble Boosted tree 4.60E-08 0.34 
Functional 

Relationship 3 
(5) 

7 Linear Regression Linear 4.83E-08 0.28 
8 Stepwise Linear 

Regression 
Stepwise Linear 4.66E-08 0.33 

9 Ensemble Boosted tree 4.87E-08 0.28 
 
Among the models trained, Model 2 which showed the lowest RMSE value and highest 

R-squared value were selected as the best model. The RMSE and R-squared values are 
respectively 3.70E-08 and 0.55. 
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Table 7 shows the training results for the trained model using equation 6 and equation 7. 
Model 15 was selected as the best models among the other six models as it has the lowest 
RMSE value and the highest R2 value. The RMSE and R2 value are 4.63E-08 and 0.33 
respectively. 

Table 8 shows the comparison of training results for the selected models for the functional 
relationship that includes parameters from the soil characteristics and the equation that exclude 
the variables from that particular category. Both models have the same model type which is the 
Ensemble boosting model. Ensemble Boosting is a well-known ensemble learning approach 
used to improve the performance and accuracy of machine learning systems. The fundamental 
idea behind the boosting technique is the sequential addition of additional models to the 
ensemble. Weak learners are efficiently boosted to strong learners in this ensemble [23]. Most 
of the weak models do not perform well on their own mostly because they contain high bias. 
The final strong model is created by combining all of the weak learners by weighted majority 
voting [24,25]. 

Table 7: Training results for Eqs. 6 and 7 

Functional 
Relationship 

Model No. Model Type Equation Type RMSE R-squared

Functional 
Relationship 1 

(6) 

10 Linear Regression Linear 5.16E-08 0.16 

11 Ensemble Bagged tree 4.88E-08 0.25 

12 Ensemble Boosted tree 4.86E-08 0.26 

Functional 
Relationship 2 

(7) 

13 Linear Regression Linear 5.11E-08 0.18 

14 Ensemble Bagged tree 4.89E-08 0.25 

15 Ensemble Boosted tree 4.63E-08 0.33 

Table 8: Comparison of training results for Model 2 and Model 15 

Model Functional Relationship Model Type Equation 
Type 

RMSE R-squared

2 = f ( , ,  , β,  , 

p, PI, , ,  ,  )

Ensemble Boosted tree 3.70E-08 0.55 

15 = f ( , , β, ,  ,) Ensemble Boosted tree 4.63E-08 0.33 

It can be seen from the result that models which include soil characteristic and properties 
perform better compared to the models which include only hydraulic characteristic and bank 
geometry parameters. The R-squared value for Model 2 was significantly higher compared to 
Model 15. The RMSE value of Model 2 is also lower compared to Model 15 which signifies 
that the error in predicted value is also smaller. 

The performance of the selected trained model was assessed using the predicted vs actual 
response plot, residual plot and the performance of test set. The predicted vs actual response 
plot is a visual representation of the actual and predicted values. Fig. 5 shows the predicted vs 
true graph for Model 2. 
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The model that performed well should have the predicted values scattered near the 
diagonal line. To obtain a perfect regression model, all the points must be on the line. The error 
of the prediction is equal to the vertical distance from the line to any given point. The vertical 
distance from the line to any point is the error of the prediction for that point. The residual plots 
are presented in Fig. 6 which shows the error functions of the model.  

 
Fig. 5: Predicted vs True Graph for Model 2. 

 

 
Fig. 6: Residual Plots of Model 2. 

The graph explains how far away the predicted values are compared to the true values. The 
horizontal line at the position y=0 represents the True values scales. The further the points from 
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the line, the less accurate the predicted values. Based on Fig. 5 and Fig. 6, it can be seen that 
the model gives better prediction for lower values of riverbank erosion. One of the possible 
reasons is that the higher value of erosion rate is the bank erosion that is caused by bank failures 
which occurs only when there is a storm event. In order to improve the models, it might be 
better to separate the data for grain by grain erosion and bank failure and train the models 
separately. However, in this study, there is not enough data for the model to be trained 
separately and thus all the riverbank erosion rates are combined and trained in a single model. 

The model was also validated using test set to assess the performance. A total number of 
66 data were used for model verification. The comparison between the training and testing 
results is shown in Table 9. 

Table 9: Comparison of training and testing result 

Root Mean Square Error 
(RMSE) 

Coefficient of Determination, 
R2 

Training data 3.70E-08 0.55 

Testing data 3.88E-08 0.51 

There should be a good agreement between the training and testing results. It is normal for 
the training accuracy to be slightly higher than testing accuracy. From the table, it can be seen 
that the R2 value for training and testing model does not differ greatly. Table 10 shows the 
model performance of published studies on riverbank erosion prediction for rivers in Malaysia. 

Table 10: Model performance of published studies on riverbank erosion prediction 
for rivers in Malaysia 

Source Method of Data 
Collections 

Model Type Model Performance 

Saadon et al. [26] Field measurement and 
erosion pins 

Non-linear Multiple 
Regression 

Coefficient of 
determination, R2 = 0.422 

Saadon et al. [27] Field measurement and 
erosion pins 

NARX-QR 
Factorization Model 

Coefficient of 
determination, R2 = 0.740 

The result from this research was compared with results with published studies with 
similar methods of data collections and variables selected for model training. The table 
suggests that the model performance obtained from this study falls within the range of R2 value 
obtained by previous study which uses similar methodology in terms of data collections. It is 
quite challenging to produce a riverbank erosion rate predictive model with high accuracy using 
the field measurement method as there are some limitations to it such as loss of erosion pins 
that could lead to missing data. Models that are generated using remote sensing data usually 
yield higher accuracy. However, field measurement is better suited for small rivers such as 
Sungai Pusu as the data from remote sensing will not be as accurate due to geometric distortion. 
This kind of error greatly affects the results obtained for small rivers. 

4. CONCLUSION
In conclusion, the aims of the study have been achieved. This research was carried out to

quantify the riverbank erosion rates at Sungai Pusu, through field measurement and to generate 
a model that incorporates soil erodibility parameters to estimate riverbank erosion for a river 
that is susceptible to erosion. 
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It can be seen from the result that Model 2, which incorporates parameters from the soil 
characteristics and properties category performed better compared to the Model 15 which 
excluded the soil characteristics and properties variables. Model 2 has a significantly higher R2 
value and lower RMSE value. Model 2 was selected as the best model with RMSE of 3.70E-
08 and R2 value of 0.55. The model produced will be helpful to predict the riverbank erosion 
for river susceptible to bank erosion. 

Future improvement of this research can be made to further refine the results obtain from 
the research. This study mostly focused on soil physical properties such as mean particle 
diameter, soil composition, porosity, plasticity index, specific gravity, critical shear stress, and 
soil erodibility coefficient. Other soil parameters such as soil organic matter, infiltration 
capacity, stability and chemical constituents can be studied further to develop a more accurate 
predictive model to estimate bank erosion rate using soil properties. 
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ABSTRACT:  Pavement and road networks play a very huge role in everyone’s daily lives to 
connect from one point to another point. With globalization, growth in the economy, and 
development, the number of vehicles traveling each day on the road increases rapidly over 
the years. Thus, the constant application of heavy loads together with Malaysia’s climatic 
factors lead the pavement to be susceptible to deterioration such as potholes and cracking. 
The service life and resistance of the pavement to deterioration can be improved with the 
incorporation of crumb rubber modified binder (CRMB) for asphaltic pavement. Hence, the 
objective of this research is to do a comparative evaluation of the mechanical performance of 
the CRMB that is utilized in dense grading and porous grading mixtures with varying 
percentage of crumb rubber replacement. The experimental portion of the research was done 
by substituting the crumb rubber at the replacement percentages of 12%, 14%, 16% and 18% 
(from the weight of asphalt binder) in preparing the modified binder that was further evaluated 
by conducting physical testing (penetration and softening point test). Then, the mechanical 
evaluation of dense and porous grading asphalt mixtures incorporating the crumb rubber was 
performed with Marshall stability and flow prior to comparing the strength performance for 
both asphalt mixtures. Based on the result obtained, it was found that the highest percentage 
of crumb rubber replacement, which is 18%, would give the highest level of stiffness and 
softening point on the binder. Furthermore, from the Marshall test, it was established that 16% 
of crumb rubber replacement on asphaltic binder is the most optimum for a porous mixture, 
given that the CRMB is 5% of the total mix. Nonetheless, at the same 16% of crumb rubber 
replacement, the value for Marshall test on the dense mixture shows an adverse result when 
compared to the control. Hence, it was concluded that the mechanical performance of CRMB 
utilized with porous mixtures shows more impressive results compared CRMB utilized with 
dense mixtures.  

ABSTRAK: Turapan dan rangkaian jalan raya memainkan peranan besar dalam kehidupan 
harian setiap orang dalam berhubung dari tempat ke tempat lain. Melalui globalisasi dan 
pertumbuhan ekonomi dan pembangunan, bilangan kenderaan bergerak setiap hari di atas 
jalan raya telah meningkat mendadak beberapa tahun kebelakangan ini. Oleh itu, beban berat 
berterusan bersama-sama faktor iklim Malaysia menyebabkan turapan jalan terdedah kepada 
kerosakan seperti jalan berlubang dan keretakan. Jangka hayat perkhidmatan dan rintangan 
turapan terhadap kerosakan jalan boleh diperbaiki melalui turapan asfaltik yang diubah suai 
dengan pengikat serbuk getah (CRMB). Justeru, kajian ini bertujuan bagi membanding 
prestasi mekanikal CRMB yang digunakan dalam campuran penggredan padat dan campuran 
berliang dengan peratusan penggantian serbuk getah berbeza. Kajian dijalankan dengan 
menggantikan serbuk getah pada peratusan penggantian pada 12%, 14%, 16% dan 18% 
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(daripada berat pengikat asfalt) dalam menyediakan bahan pengikat yang diubah suai dan 
seterusnya dinilai melalui ujian fizikal (ujian takat penembusan dan takat lembut). Kemudian, 
penilaian mekanikal dijalankan ke atas campuran serbuk getah bersama asfalt bergred padat 
dan berliang. Kajian dijalankan mengguna pakai ujian kestabilan dan aliran Marshall sebelum 
membandingkan prestasi kekuatan bagi kedua-dua campuran asfalt. Keputusan menunjukkan 
dapatan peratusan pada 18% memberikan tahap kekakuan dan takat lembut tertinggi pada 
bahan penggantian pengikat serbuk getah. Tambahan, ujian Marshall menunjukkan 16% 
daripada penggantian  serbuk getah pada pengikat asfaltik adalah paling optimum pada 
campuran berliang, di mana 5% daripada jumlah campuran merupakan CRMB. Namun, ujian 
Marshall pada campuran padat dengan penggantian serbuk getah 16% yang sama, 
menunjukkan dapatan nilai buruk berbanding pada kawalan. Oleh itu, prestasi mekanikal 
CRMB yang digunakan bersama campuran berliang menunjukkan dapatan lebih 
mengagumkan berbanding CRMB yang digunakan melalui campuran padat. 

KEYWORDS:  crumb rubber modified binder (CRMB); dense grading; porous grading 
mixture  

1. INTRODUCTION 
In line with the rapid growth of Malaysia’s population and economy, pavement or 

roadways serve for 24 hours per day and 7 days per week as a medium for the road users to 
perform daily responsibilities or duties. As the massive loads from vehicles are constantly 
applied onto the pavement together with Malaysia’s tropical climate factor and copious rainfall, 
this has consequently caused the pavement to be very much susceptible to deterioration and 
degradation over the years throughout its in-service life. Examples of the common 
deteriorations that can be seen in Malaysia’s pavement are potholes and cracking. Although 
some maintenance and restoration to the pavement can be done, this will require great expense 
to the government if constant rehabilitation work needs to be done. Thus, a modification on the 
binder at this point would be worth its expense to increase the strength and the resistance of 
pavement to rutting and cracking. Polymer is one of the examples of binder modifier that could 
enhance the properties of the asphalt binder and pavement. Nonetheless, some types of 
polymers can be quite expensive and not cost effective to cater to this issue. Hence, 
modification of asphaltic binder by using recycled tire rubber is introduced to tackle the 
deterioration issue without compromising on the enhancement effect to the pavement [1]. 

According to the author of [2], the incorporation of crumb rubber with asphalt binder 
extends the service life of roads and intensifies the adhesion of aggregates, ultimately leading 
to better strength and stability, and reducing the risk of stripping. Moreover, the Arizona 
Department of Transportation (ADOT), which conducted an observation on asphalt rubber 
pavement for 30 years, stated that asphalt rubber pavement expands resistance to deformation, 
diminishes the chance of reflective cracking, contributes to the desired rutting and smoothness 
which is below 0.25 inches and below 93 inches per mile respectively, as well as improves on 
noise reduction properties. These conclusions are supported with the findings from [3], who 
reported that the combination of crumb rubber and asphalt binder would produce a modified 
binder with higher fatigue and rutting resistance based on the higher value of the complex shear 
modulus, G* achieved. This leads to the enhancement of G*/sin δ and G* x sin δ which 
respectively represent rutting resistance and fatigue resistance. Furthermore, as established by 
[4], the modification of asphalt binder through replacement with crumb rubber also could 
contribute to the noise reduction that occurs due to tire and pavement interaction. Noise is 
reported to be reduced by 2.5 dB for vehicles that are driven at 50 mph on the pavement with 
CRMB. The noise reduction arises due to the “cushion” effect provided by the swelling of the 
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crumb rubber, thus leading to the reduction of noise of around 3-5 dB [5]. In terms of physical 
properties, superior results are recorded for the enhancement of stiffness and softening points 
with the increased content of crumb rubber, thus validating the credibility of crumb rubber as 
a binder modifier. 

In order to incorporate crumb rubber with asphalt binder, there are two methods that can 
be adopted namely, the dry method and wet method. These two processes are known to produce 
different end products of asphalt rubber pavement in terms of the performance and properties 
[1].  The dry method is achieved by adding the shredded tire rubber to replace the fine 
aggregate, where the crumb rubber is introduced to the aggregate before the asphalt binder is 
added to the mixture.  As for the wet method, the crumb rubber particles are first incorporated 
and blended together with the asphalt binder at 175-200 °C for 45 to 60 minutes before 
aggregate is introduced to the mixture. 

However, it was reported by the author of [6] that the CRMB may have exceptional field 
performance, but its effects may be diminished due to the poor design, varying properties of 
CRMB, and poor construction practices. Furthermore, the research findings claimed that the 
performance of the CRMB may be dependent on the crumb rubber size, surface area, 
percentage of replacement, time, and temperature for the mixing process, as well as the 
aggregate gradation used. Previous findings only focused on the conventional mixture, which 
is dense graded, without considering porous grading which is usually applied to reduce water 
runoff on the pavement surface. Porous graded mixtures should be emphasized since they 
comprise different aggregate gradings that might exhibit diverse interaction effects with crumb 
rubber and eventually affect the mixture performance.     

Thus, this research paper intends to determine the performance of modified asphalt binder 
containing crumb rubber while comparing the effect of mechanical performance for different 
types of gradation utilized with crumb rubber in modified binder. The investigation on the 
mechanical performance of modified binder with crumb rubber in different gradations of dense 
and porous mixture is significant since functional effect of the crumb rubber as a modifier will 
differ in dense and porous asphalt mixture gradations, since they comprise different properties 
inside the bituminous mixture.    

2. METHODOLOGY
As the main focus of this research is to assess the performance of modified binder rather

than modified aggregate, thus the wet method is implemented to introduce the crumb rubber 
into the asphaltic mixture. The crumb rubber that is first obtained from end-of-life tires (ELTs) 
is ground to form crumb rubber powder and sieved through a 300 μm mesh to obtain a specific 
size that passes through the sieve. This ensures the usage of only fine crumb rubber size. This 
is vital, as finer crumb rubber size would lead to better storage stability and prevent the 
segregation of crumb rubber. Furthermore, smaller crumb rubber size also would lead to a 
higher rate of interaction between the crumb rubber and asphalt binder [1,7,8]. In this 
laboratory work, asphalt binder with a penetration grade of PEN 60/70 was used as a control 
sample. Binder source was supplied from Eksklusif Alfa Enterprise Company located in Shah 
Alam, Selangor, Malaysia. Basic physical and rheological properties of the binder were tested 
to meet all standard requirements. Upon preparing CRMB stock with a percentage of crumb 
rubber replacement of 12%, 14%, 16% and 18% (from the weight of asphalt binder), the 
physical properties for each of the modified binders with CRMB were tested via the penetration 
and softening point test and the results were then compared with the control binder. The small 
scale of replacement percentage of crumb rubber was selected since this modifier is categorised 

130



IIUM Engineering Journal, Vol. 25, No. 1, 2024 Esa et al. 
https://doi.org/10.31436/iiumej.v25i1.2969 

 
 

under the polymer group, even small content would contribute to superior strength that could 
improve the rutting resistance in the mixture. It is predicted that large amount replacement of 
crumb rubber gives adverse impact of strength which leads to cracking deterioration thus 
reducing the mechanical performance of the asphalt mixture.         

Before incorporating the asphaltic binder with aggregate, some tests and checks must be 
executed to evaluate the performance and liability of the aggregates by performing aggregate 
properties testing. In order to check on the aggregates’ resistance towards abrasion and 
crushing, Los Angeles Abrasion test and Aggregate Crushing value test were conducted. Both 
tests were conducted according to ASTM C131-96 and ASTM D5821, respectively.   

Next, 5% of CRMB stocks was then mixed with the aggregate to form modified asphaltic 
mixes incorporating crumb rubber, in which, each of the CRMB percentages would have two 
samples where one sample is for dense mixture while the other sample is for porous mixture. 
For the dense mixture, gradation size AC 14 is utilized while for the porous mixture, Grading 
B is used.  For the mixing of the asphaltic binder and aggregate, the aggregates were first heated 
at 110 °C. Then, the asphaltic binder and aggregate were mixed homogeneously at 160 °C for 
both the dense mixture and the porous mixture. After ensuring the aggregates were well coated, 
the sample was transferred into the mould and tamped manually for 15 blows per layer using 
steel rod. The samples were then compacted using a manual compactor for 75 blows per face 
for dense mixture and 50 times blow per face for porous mixture.  The compacted sample was 
left for 24 hours at room temperature and then extracted from the moulds. Later, the samples 
were tested for the mechanical performance through the Marshall stability and flow test. 

2.1   Penetration Test 

The penetration test was carried out according to ASTM D5-97. A penetration test is a 
physical property test conducted to analyse the consistency of the asphaltic binder. Asphaltic 
binders are known to have a viscous property; hence the test is conducted to check on whether 
the binder has a high level of viscosity and stiffness or low level of viscosity with high fluidity. 
The test was done by firstly heating the bitumen until it liquidized and became sufficiently fluid 
to be poured into a sample container. Any air bubbles that formed in the asphalt were eliminated 
by stirring it. The samples were then kept at ambient temperature for a day before transferring 
them into a transfer dish and submerging them in a water bath. Then, the sample was removed 
from the water bath, and was ready to be tested with the penetrometer machine. After placing 
the sample right on the penetrometer, the needle was carefully adjusted and brought in contact 
with the surface of the sample. The penetrometer reading was adjusted to zero and the needle 
was released for exactly 5 seconds. Lastly, the readings were then recorded in tenths of 
millimeters and the test was repeated thrice to obtain the average penetration value and improve 
the accuracy of the penetration result. 

2.2   Softening Point Test 

The softening point test was conducted in accordance with ASTM D36-95, as shown in 
Fig. 1. The softening point test was conducted to attain the specific temperature at which the 
asphaltic binder would achieve a specific degree of softening. During the sample preparation, 
the metal rings and the glass surface were coated with glycerin to prevent the asphalt binder 
from adhering to it. As the asphalt binder liquidized, the sample was then poured into a ring 
that was placed on top of a glass surface. After waiting for the asphalt binder to cool down and 
stiffen at the ambient room temperature for 30 minutes, the excess asphalt was removed using 
a heated spatula. The ring and ball apparatus were assembled, and the beaker was filled with 
distilled water beyond the upper surface of the rings. To reach a starting temperature of 5 °C, 
the beaker was filled with ice and the steel balls were immersed into the water as well for them 
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to have the same starting temperature. As the water was maintained at the desired starting 
temperature for 15 minutes, the balls were then placed at the center of the ring. The beaker 
containing the samples was then heated while ensuring uniform heat distribution in the beaker. 
Lastly, the temperature at which the asphalt binder melts and reaches the bottom plate was 
recorded and the data was graphically presented for proper result analysis. 

 
Fig. 1: Softening point equipment testing. 

2.3   Los Angeles Abrasion Value Test 

The Los Angeles abrasion test, was performed based on ASTM C131-96 in order to 
evaluate on the resistance of the aggregate to abrasion, crushing, and degradation. This test was 
performed using a rotating steel drum to simulate the way aggregate was going to be impacted 
in real life situations during the mixing and compaction or during the in-service time when 
loads are applied on it. For the test procedure, the aggregate samples and the steel spheres 
(charge) were placed into the rotating drum and the machine was rotated at a speed of 30 to 33 
r/min for 500 revolutions. Then, the aggregate was removed from the drum, and it was sieved 
through sieve no. 12. The weight of aggregate retained on the sieve was recorded to find the 
difference between the retained weight and the original weight of the aggregates in terms of 
percentage for the LA abrasion loss value. 

2.4   Aggregate Crushing Value Test 

Similar to the Los Angeles abrasion test, the aggregate crushing test was conducted to 
determine its resistance to crushing. However, for this test, different equipment was utilized, 
where compressive load was applied to the aggregate. The procedure was done according to 
ASTM D 5821. Prior to the aggregate test, the aggregates were filtered through sieves with size 
openings of 12.5 mm and 10 mm. For this test, only aggregates that passed the 12.5 mm sieve 
but retained on the 10 mm sieve were utilized. A steel cylinder was filled with aggregates until 
they met 1/3 of its height and the cylinder was slowly compacted with a tamping rod for 25 
blows per layer. More layers of aggregate were added until the cylinder are fully filled with 
aggregates, the samples were then weighed. Next, the plunger was inserted into the steel 
cylinder and positioned so that it would rest horizontally on top of the aggregate. By using the 
compression machine, a compressive load of around 393 kN for 10 minutes was applied to the 
sample. Upon finishing, the aggregates were removed from the steel cylinder, and it was sieved 
through a sieve with openings of 2.36 mm. Lastly, the weight of the aggregate that retained on 
the sieve was recorded.  
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2.5   Marshall Test 

   Marshall stability and flow test, as depicted in Fig. 2, was performed by first letting the 
asphaltic mixture cure at ambient room temperature after the compaction process. During the 
curing, the asphaltic binder had to be placed on a smooth flat surface to ensure consistent 
thickness throughout the mold. The checking of the bulk specific gravity and the specimen 
thickness had to be made 24 hours after the compaction using the ASTM D2726 and ASTM 
D3549, respectively. The cured asphaltic mixture was then soaked in a water bath for 30 to 40 
minutes at 60 °C. The sample was then removed from the water bath and placed on the lower 
segment of the testing head and the assembly of the overall machine completed. The flowmeter 
was placed over the guide rods, adjusted to zero, the flowmeter sleeve was released, and the 
micrometer dial reading was recorded.  

 
      Fig. 2: Marshall testing. 

Upon receiving the results of Marshall stability and Marshall flow for each of the samples, 
the results for Marshall stiffness were computed based on the formula below. 

                                Marshall stiffness =  

All of the results were then tabulated into graphs to have proper analysis on the result. 
Additionally, by preparing graphs, the pattern or the relationship between the percentage of 
crumb rubber replacement and Marshall stability, flow, and stiffness also could be assessed by 
the value of the coefficient of correlation, R. Thus, the strength of the relationship could be 
concluded, and it was easier to examine the percentage of crumb rubber replacement that would 
contribute to the most superlative stability and flow performance to the asphalt mixture sample.  

3. RESULTS AND DISCUSSION 
3.1 Penetration  

Figure 3 shows the relationship between the percentage of crumb rubber and the depth of 
the penetration needle. The readings of the penetration depth were taken from the average of 
three readings. Based on the graph, it can be seen that before the modification of binder with 
crumb rubber, the value of penetration is as according to the supposed value for asphalt binder 
PEN 60/70 which is 6 cm. However, with the 12% replacement of crumb rubber, the 
penetration depth reduced by 19.5% to 4.82 cm. With further replacement to 14% and 16%, 
the depth reduced more significantly to 4.44 cm and 4.18 cm respectively. Lastly, at the highest 
percentage of replacement of 18%, the depth reduced to the lowest value of 3.94 cm. From the 
pattern, it can be observed that control binder gives the highest penetration depth while the 
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highest percentage of replacement, 18% gives the lowest value for penetration. Thus, it is 
apparent that, as the percentage of crumb rubber increases, the penetration depth decreases
progressively. This represents a strong enhancement of the asphalt binder in terms of viscosity 
and stiffness as the percentage of crumb rubber increases. Not to mention, from the graph, the 
coefficient of correlation obtained was, 

R =   = 0.93

Since the coefficient of correlation, R is closer to 1, it is proven that the percentage of 
crumb rubber signifies an influential impact on the stiffness and viscosity of the asphaltic 
binder. Nonetheless, stiffer binder does not necessarily prove an enhancement of the pavement 
during later use. The authors of [9] established that the higher stiffness of the asphaltic binder 
that occurred due to the swelling of the crumb rubber is advantageous for pavement that is in 
use in hot climate regions due to its higher flow resistance, which leads to improvement in the 
pavement’s flexibility. However, if it is constructed at a cold climate region with low 
temperatures, the asphaltic mixture may have issue on the ductility, thus leading to higher risk 
of thermal cracking. This is supported by [10], in which bitumen underwent high brittleness 
rate and was prone to experience cracking failure at low temperature exposure.

Fig. 3: Penetration depth of asphalt binder with percentage of crumb rubber varying 
from 0% to 18%.   

3.2 Softening Point 

Figure 4 proves how the higher percentage of crumb rubber replacement would result in 
the softening point increasing continuously. At 0% of crumb rubber replacement, the softening 
point achieved is the lowest, which is at 49.5 °C. However, the value is still valid for asphalt 
binder PEN 60/70 as it is still within the range of 49 to 56 °C. As the crumb rubber replacement 
increases to 12%, the softening point of the asphaltic binder raises up to 50.5 °C, validating the 
improvement of the binder to lower temperature susceptibility. Next, with further replacement 
of the binder with 14% and 16% crumb rubber, the softening point continues to climb to 51.5 
and 54 °C respectively. At the maximum percentage of crumb rubber replacement, which is 
18%, the binder eventually met its maximum softening point value at 56.5 °C. Hence, a 
conclusion can be made in which the higher the percentage of crumb rubber used for 
replacement, the higher the softening point of the asphaltic binder. Relating this with the 
stiffness of the asphaltic binder results from the penetration test, since the stiffness increases 
with higher crumb rubber replacement, a higher temperature would be required for the asphaltic 
binder to change its physical property from solid to liquid form. 

Therefore, this signifies that as the content of crumb rubber replacement increases, the 
lower the temperature susceptibility of the asphaltic binders, since higher temperatures are 
required for the asphaltic binder to change its form. Hence, the pavement that is incorporated 
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with crumb rubber will be less likely to go through any deterioration due to hot climatic weather 
such as rutting.  This conclusion can also be supported by the authors of [6], as the authors 
mentioned on the research paper that the results of inclining softening point value with 
increment of percentage of crumb rubber indicate that pavements that is constructed using 
CRMB would be less susceptible to traffic deformation distress at high temperatures compared 
to conventional asphalt pavements. According to [11], high softening point was desirable for 
hot and warm climates application. In order to prove the strength of the influence of crumb 
rubber towards the softening point, the coefficient of correlation was computed, as shown 
below. 

R =    = 0.97 

The calculation above shows how close the value of the coefficient of correlation is to 1. 
Therefore, this signifies that the softening point of the asphaltic binder is highly influenced by 
the incorporation of crumb rubber.  

 
Fig. 4: Softening point of asphalt binder with percentage of crumb rubber varying from  

0% to 18%. 

3.3 Los Angeles Abrasion Value  

According to the result, for the first test, the weight of aggregate retained on sieve no. 4 
was 2.5 kg while the weight of retained aggregate on sieve no.12 was 0.82 kg. Hence, the 
computed value of the LAAV based on those two weights was 32.8% whereas for the second 
test, the weight of aggregate retained on sieve no. 4 was 2.5 kg while the weight of retained 
aggregate on sieve no.12 was 0.76 kg. Therefore, the value of LAAV obtained was 30.4%. The 
mean was determined from these two values, which is 31.6%.  

According to ASTM C131, the Los Angeles Abrasion Value must be not more than 40%. 
As a result, the aggregates employed in this research are appropriate and fulfil the standard 
criterion. Based on the results, it is possible to infer that the aggregates utilised have a high 
hardness value and are appropriate for usage. According to [12], the strength of the aggregate 
is very important as it does impact the overall strength of the pavement. Aggregates with high 
resistance towards abrasion are less likely to wear down or be broken apart under the friction 
and grinding forces from vehicle loads. It is quite vital for the aggregates to resist breaking 
apart as this could contribute to more even load distribution on the pavement. Thus, this 
remarkably could enhance the longevity of the pavement as well.  

First Test:  

Weight of retained aggregate on no. 4 ASTM sieve (kg) = 2.5 kg 

Weight of retained aggregate on no.12 ASTM sieve (kg) = 0.82 kg 
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Los Angeles abrasion value (%) =  = 32.8% 

Second Test (Repetition):  

Weight of retained aggregate on no.4 ASTM sieve (kg) = 2.5 kg 

Weight of retained aggregate on no.12 ASTM sieve (kg) = 0.76 kg 

Los Angeles abrasion value (%) =   = 30.4% 

Taking Average Based on Both Test:  

Los Angeles abrasion value (%) =   = 31.6% 

3.4 Aggregate Crushing Value  

The calculation to determine the aggregate crushing value is as shown below. Prior to the 
crushing of the aggregate via the compression machine, the total initial weight of the aggregates 
was 2.65 kg. After the aggregates were crushed and filtered through sieve with an opening of 
2.36 mm, the weight of aggregate passing through the sieve was 0.65 kg. Therefore, proving 
that only 24.53% of the total aggregates underperformed and were not impervious against the 
gradually applied compressive load.  

Based on the result obtained, the aggregate crushing value of the aggregates is within the 
acceptable range. This is because, the aggregate crushing value for wearing course should not 
exceed 30% according to BS 812-110:1990. In another interpretation, the aggregate is suitable 
for use in wearing course layer construction as it has high resistance to impact. According to 
[13], aggregates are highly responsible in determining the load carrying capacity of the 
pavement, thus, it is paramount to choose aggregates that are sufficiently strong and durable 
towards the applied load. Not to mention, aggregates are constantly exposed to crushing and 
impact not only during the pavement in-service, but also throughout the process of constructing 
the pavement, such as during the stockpiling of the aggregate and during the compaction of the 
pavement. Therefore, if the aggregates are too substandard and have low impact resistance, the 
aggregates would be most likely to break apart or be broken down right before the pavement 
was even in-service. Hence, ensuring the aggregates are highly durable and tough is very 
beneficial to avoid early defects on the pavement surface.  

Aggregate crushing value (%) =  

Weight of aggregate (kg) = 2.65 

Weight of aggregate passing sieve (kg) = 0.65 

Aggregate crushing value (%) =   = 24.53% 

3.5 Marshall Stability, Flow and Stiffness 

Based on the Figs. 5-7, it is noticeable how the same percentage of crumb rubber would 
give different impact and end-result to the stability, flow, and stiffness of the asphaltic mixture 
with different grading. From Fig. 5, it can be seen that within dense mixture, with the 
introduction of 12% crumb rubber, the stability suddenly decreased from 17.8 kN (control 
mixture) to 12.03 kN for dense mixture. The stability steadily decreased until the percentage 
of crumb rubber replacement was 18%. At 18% the value struck back to 15 kN, in which the 
value was still lower than the control mixture but was the highest within all the modified CRMB 
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mixtures.  As for the porous graded mixture, it is recorded that with the introduction of crumb 
rubber of 12%, the stability increased slightly from 5.04 to 5.37 kN. With further replacement 
to 14% and 16%, the value kept on rising to 9.33 kN and 12.88 kN, respectively. However, at 
18% of crumb rubber replacement, the result started to turn counterproductive as the value 
dropped back to 11.8 kN. This is because at larger content percentage of crumb rubber, high 
stiffness tendency was exhibited by the asphalt mixture, thereby reducing the stability 
performance when subjected to the load due to the loss of one-to-one contact points of the 
aggregate particles in the bituminous mixture.  

As for the correlation between the percentage of crumb rubber and Marshall stability result 
for both dense mixture and porous mixtures, it can be computed as below:  

     Rdense = √0.1346 = 0.367 

while for porous mixture,  

     Rporous = √0.8539  = 0.924 

Based on the coefficient of correlation calculated above, it certainly can be concluded that the 
CRMB contributes to more significant impact on the porous mixture than dense mixture as the 
coefficient of correlation for porous mixture is closer to 1. This may be happening due to the 
porous mixture grading containing fewer fine particles compared to dense mixture grading. 
Hence, porous mixture would be comprised of bigger air voids in between the coarse particles. 
As the crumb rubber swelled during the mixing process, it then could eventually fill up the 
space, thus increasing the overall stability of the mixture. From the result of the Marshall 
stability on the porous mixture as well, it can be established that the optimum percentage of 
crumb rubber replacement is 16% as the mixture achieved the highest value of stability, where 
the stability rises up by 85.1%. This proves that the incorporation of crumb rubber in porous 
mixture would influence the overall strength and resistance towards applied loads. 

In terms of the Marshall flow for dense mixtures as shown in Fig. 6, with a replacement 
of crumb rubber of 12%, the value of flow decreases from 3.05 mm to 2.96 mm, but the value 
rises back to 3.16 and 3.88 mm with a replacement of 14% and 16%. Nonetheless, at 18%, the 
value of flow drops back to 2.8 mm which is the lowest value from the overall. As for the 
porous mixture, in contrary with the stability result, the percentage of 16% of crumb rubber 
replacement also seems to produce the utmost flow value, where the value obtained is the 
lowest within the CRMB mixed with porous grading with a value of 4 mm. Marshall flow is 
one of the paramount mechanical properties of the pavement that needs to be checked. Marshall 
flow is signifying on the deformation rate potential that is undergone by the pavement at the 
highest value of load applied. High flow indicated that the high tendency in pavement mixture 
easily exposed the deformation. Thus, having the lowest value of Marshall flow is preferred 
since it would lead to the higher resistance towards deformation such as rutting. The strength 
of the relationship between the percentage of crumb rubber and the Marshall flow are as shown 
below: 

     Rdense = √0.0252  = 0.159 

while for porous mixture,  

     Rporous = √0.7651 = 0.875 
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Fig. 5: Marshall stability for asphaltic binder utilizes to both dense mixture  
and porous mixture with percentage of crumb rubber varying from 0% to 18%. 

Similar to the Marshall stability, the porous mixture seems to exhibit a stronger 
relationship for the Marshall flow with increasing percentage of crumb rubber replacement as 
the value for Rporous is closer to 1 compared with the value for Rdense. This ultimately 
signifies that the introduction of crumb rubber in the porous mixture could help influence and 
increase the resistance of the pavement towards permanent deformation or instability. 

Fig. 6: Marshall flow for asphaltic binder utilizes to both dense mixture and porous mixture with 
percentage of crumb rubber varying from 0% to 18%. 

Upon computing the values for stiffness using the equation in section 2.5 of this paper, the 
results were tabulated into the graph shown in Fig. 7. From the figure, it can be concluded that 
18% of crumb rubber replacement gives the overall highest value of stiffness. Therefore, 18% 
is chosen as the most optimum percentage for dense graded mixtures. For porous mixtures, 
16% of crumb rubber is the most ideal for porous grading aggregate as at this percentage, the 
stiffness value is the highest among all other crumb rubber replacement percentages with a 
value of 3.22 kN/mm. Established by the authors of [14], it is paramount for the value of the 
stiffness to be high as it signifies the higher ability of the pavement layer to spread the applied 
load and resistance relatively. In order to establish and compare the influence of the crumb 
rubber on both dense mixture and porous mixture, the coefficient of correlation for both dense 
mixture and porous mixture were computed as shows below.  

Rdense = √0.0801 = 0.283 

while for porous mixture, 
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Rporous = √0.0127 = 0.113

Nonetheless, as for the dense mixture, it is fair to say the crumb rubber does not signify 
any improvement on it, as the value of Marshall stability and Marshall stiffness for control 
mixture is higher compared to any dense mixture that is incorporated with CRMB. However, 
when comparing the result within the mixture with CRMB itself, 18% or the highest percentage 
of CR replacement, is shown to produce asphalt mixtures with the highest Marshall stability
and stiffness of 15 kN and 5.36 kN/mm respectively and lowest Marshall flow value of 2.8
mm. Therefore, proving that the optimum percentage of CR replacement for dense mixture is 
18%. According to the previous research executed by the authors of [2] and [15], the value of 
the Marshall stability and stiffness should be enhanced as the percentage of crumb rubber 
replacement increases, however the result of this research shows a different outcome especially 
for the dense mixture. Nonetheless, the authors of [6] stated in the findings that the reduction 
in the value of Marshall stability and stiffness after the introduction of crumb rubber to the 
mixture may happen due to lack of adhesion between the aggregates. This may occur as with 
higher crumb rubber percentage, the binder would become more viscous and less workable. 
This can be proven based on the result of the penetration test shown in section 3.1. Thus, due 
to this, it is harder to coat all the aggregates properly and fully, which eventually leads to the 
occurrence of stripping and reduction of the overall strength of the sample. In observing the 
structure of the dense mixture itself, the typical structure arrangement inside the mixture is 
close and compact. As the crumb rubber was added in dense mixture, it contributed to the 
excessive stiffness that led to the high potential of cracking, thereby reducing the stability 
performance of dense mixture.

Fig. 7: Marshall stiffness for asphaltic binder utilizes to both dense mixture 
and porous mixture with percentage of crumb rubber varying from 0% to 18%.

4. CONCLUSION 
The following conclusions were drawn to summarise the result obtained during the 

research work:

For higher percentage of crumb rubber replacement, the binder would be stiffer as the 
value of penetration depth reduced progressively when the percentage increases. Other 
than that, from the result of softening point, it was also proven that the modification of 
asphalt binder with crumb rubber would cause the binder to be less susceptible towards 
temperature changes and the relationship between percentage of CR and softening 
point value shows a positive linear relationship, in which as the percentage of CR
increases, the softening point rises as well. 
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Marshall stability and Marshall flow test on the asphaltic mixture are conducted in
identifying optimum percentage of crumb rubber replacement in the modified binder
for dense asphalt mixture and porous asphalt mixture. From the analysis, it was
acquired that for dense asphalt mixture, the optimum percentage of CR is 18% whereas
for porous asphalt mixture, 16% gives the most optimum result.

Based on the analysis executed, it was established that the utilization of CRMB for
porous mixtures shows a more significant improvement compared to the utilization of
CRMB for dense mixtures. This is proven as the coefficient of correlation obtained for
Marshall stability in porous mixtures is higher than the coefficient of correlation
obtained for Marshall stability in dense mixture, in which 0.924 is bigger than 0.367.
Since the value of coefficient of correlation obtained for Marshall stability at porous
mixtures is closer to 1, it shows that the relationship between the percentage of CR and
Marshall stability for the porous mixture is very strongly significant.
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ABSTRACT: Carbon fibres are widely recognised as reinforcement materials that effectively 
control cracks in concrete structures. Nonetheless, these fibres do not disperse uniformly 
inside the cement matrix, disrupting the mixture homogeneity. To address this concern, this 
study investigated two distinct mixing sequences of cement composites with carbon fibres. 
Two mixing sequences were investigated including the addition of fibres after cement (AC-
CF) and the addition of fibres before cement (BC-CF). The surface topography of carbon 
fibres and the engineering properties of the cement paste were also examined. Consequently, 
carbon fibres in cement composite produced lower flowability due to the surface roughness. 
The AC-CF specimen demonstrated the highest hardened density at 28 days with 2679.22 
kg/m3 followed by BC-CF and the control specimen with 2386.08 kg/m3 and 2278.36 kg/3, 
respectively. The AC-CF specimen also had the highest compressive strength at 28 days with 
69.91 MPa, followed by BC-CF and the control specimen with 65.92 MPa and 63.20 MPa, 
respectively. Further, the flexural strength of the AC-CF specimen exhibited the highest 
strength with 10.86 MPa, followed by BC-CF and the control specimen with 9.35 MPa and 
9.17, respectively. The fibre dispersion in AC-CF was also superior to BC-CF. Therefore, it 
can be concluded that the best mixing sequence is the addition of fibre after cement (AC-CF) 
because it had better fibre dispersion and engineering properties compared to the addition of 
fibre before cement (BC-CF).  

ABSTRAK: Gentian karbon lebih dikenali sebagai bahan bantuan yang berkesan dalam 
mengawal keretakan pada struktur konkrit. Walau bagaimanapun, gentian ini tidak tersebar 
secara seragam di dalam matrik simen dan akan mengganggu kehomogenan campuran. Bagi 
mengatasi masalah ini, kajian ini mengkaji tentang dua susunan campuran berbeza simen 
komposit dengan gentian karbon. Dua susunan campuran ini adalah melalui penambahan 
gentian selepas simen (AC-CF) dan penambahan gentian sebelum simen (BC-CF). 
Permukaan topografi gentian karbon dan sifat kejuruteraan pes simen turut diperiksa. Kajian 
mendapati bahawa gentian karbon dalam komposit simen mengurangkan kebolehaliran pes 
simen disebabkan oleh kekasaran pada permukaan gentian. Spesimen AC-CF menunjukkan 
ketumpatan pengerasan tertinggi pada hari ke-28 dengan 2679.22 kg/m3 diikuti spesimen BC-
CF dan spesimen kawalan sebanyak 2386.08 kg/m3 dan 2278.36 kg/m3, masing-masing. 
Spesimen AC-CF juga mempunyai kekuatan mampatan tertinggi pada hari ke-28 dengan 
69.91 MPa, diikuti oleh spesimen BC-CF dan spesimen kawalan sebanyak 65.92 MPa dan 
63.20 MPa, masing-masing. Seterusnya, kekuatan lenturan spesimen AC-CF menunjukkan 
kekuatan tertinggi dengan 10.86 MPa, diikuti spesimen BC-CF and spesimen kawalan dengan 
9.35 MPa dan 9.17 MPa, masing-masing. Penyebaran gentian dalam AC-CF juga lebih baik 
daripada BC-CF. Oleh itu, kajian ini merumuskan bahawa susunan campuran terbaik adalah 
dengan penambahan gentian selepas simen (AC-CF) kerana ia mempunyai kekuatan lenturan 
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gentian terbaik dan sifat kejuruteraan berbanding penambahan gentian sebelum simen  
(BC-CF).  

KEYWORDS: mixing sequence; cement composite; carbon fibre; engineering properties 

1. INTRODUCTION 
Fibres are a fibrous material type commonly employed to improve the properties of 

concrete. Moreover, fibres mitigate cracks from plastic with drying shrinkage and restrict the 
permeability of concrete [1]. Fibres have been widely used in several applications, including 
pavements, bridge decks, offshore structures, and machine foundations. Generally, these fibres 
are categorised into three distinct types: steel, glass, and synthetic [2]. Carbon fibres are widely 
recognised for their favourable elastic modulus, tensile strength, and thermal and electrical 
conductivities [3]. When fibres are added to concrete, several mechanical properties are 
enhanced [4]. These properties include compressive strength, flexural strength, tensile strength, 
durability, and cracking resistance. Nevertheless, multiple parameters, including fibre 
percentage, diameter, and length, can affect these characteristics.  

Numerous studies demonstrated that gradually adding carbon fibre into concrete reduced 
workability [5-8]. This outcome occurred due to the fresh concrete movement obstruction from 
the fibre interaction with other concrete constituents [9]. Previous studies also demonstrated a 
positive correlation between the higher fibre percentage and fibre length in improving the 
compressive and flexural strength of concrete [6-12]. These improved concentre properties 
were attributed to the fibres, serving as a bridge to maintain the proximity of concrete particles 
[13]. Nonetheless, lower concrete strength was presented when the fibre percentage was 1.0% 
due to fibre agglomerations [10,12]. 

One of the primary concerns associated with fibres is their tendency to aggregate, leading 
to non-uniform dispersion within the cement matrix and lower strength. Conversely, the fibre 
mixing sequence can impact their dispersion inside the matrix. According to the American 
Concrete Institute (ACI) 6.44-3R, fibres should be incorporated into a fluid mixture in the final 
mixing stage or added to the mixer with aggregates [14]. Several studies have supported this 
reasoning, recording enhanced fibre dispersion within the matrix when the fibres are introduced 
into a fluid mix [15-18]. To the authors' knowledge, the correlation between the fibre dispersion 
inside the hardened cement matrix and their engineering properties has not been explored. 
Thus, this study focused on the investigation of synthetic carbon fibres. 

This study evaluated the surface topography of carbon fibres. A carbon fibre blending 
sequence assessment was conducted inside a cement paste based on several engineering 
properties, including flowability, hardened density, compressive strength, and flexural 
strength. This study investigated two different mixing sequences: fibres added after cement 
(AC-CF) and fibres added before cement (BC-CF). The surface topographies of the specimens 
were used to compare the fibre dispersions in the hardened AC-CF and BC-CF. Finally, the 
optimal mixing sequence of a cement composite with carbon fibres was identified. 

2. MATERIALS AND METHODS 
2.1  Materials 

The cement composite utilised in this study consisted of Ordinary Portland Cement (OPC), 
water, and carbon fibres (see Fig. 1). Three specimens were assessed in this study: cement paste 
without fibres (control), AC-CF, and BC-CF. The AC-CF denotes fibres added after cement, 
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while BC-CF was defined as fibres added before cement. Table 1 tabulates the mixture 
proportions of the specimens. For example, 1014 g of AC-CF contained 778 g of cement, 233 
g of water, and 3 g of carbon fibres.  

(a)  (b)  (c)   

Fig. 1: The (a) OPC, (b) water, (c) carbon fibre components used in this study. 

Table 1: Summary of specimen designations and mixture proportions 

Specimen Water/Cement Ratio Cement (g) Water (g) Fibre Content (g) 
Control 0.30 778 233 0 
AC-CF 0.30 778 233 3 
BC-CF 0.30 778 233 3 

The methodology employed for the control specimen adhered to the American Society for 
Testing and Material (ASTM) C305 guidelines [14]. Meanwhile, the specimen preparation 
containing carbon fibres was conducted following the method described by Gao et al. [15]. 
Figure 2 depicts the mixing sequences and duration methodologies for all specimens. 

(a) 

(b) 

(c)  
Fig. 2: Schematic flow chart indicating the mixing methods for 

(a) control, (b) AC-CF, and (c) BC-CF specimens.
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2.2  Methodology 

This study involved the surface topography acquisition of carbon fibres using Atomic 
Force Microscopy (AFM) and Field Emission Scanning Electron Microscopy (FESEM). Both 
experiments were conducted at the Centre for Instrumentation and Science Services, Universiti 
Malaysia Sabah (UMS). The carbon fibre dispersion in hardened cement composite was also 
achieved using Scanning Electron Microscopy (SEM). These characterisations were performed 
at the Biotechnology Research Institute, UMS. Figure 3 illustrates the instruments employed 
in this study. 

   
(a) (b) (c)  

Fig. 3: The (a) AFM, (b) FESEM, and (c) SEM instruments used to examine the carbon fibre properties. 
 

Approximately 54 cement-paste specimens were fabricated, of which 36 specimens (50 
mm × 50 mm × 50 mm) were utilised for hardened density and compression strength tests. An 
additional 18 specimens (40 mm × 40 mm × 160 mm) were applied for flexural strength tests. 
The mixing procedure was initially performed using a mechanical mixer, following the 
guidelines outlined in ASTM C305 [19]. The cement paste was then carefully introduced into 
the cube and the prism moulds and allowed to cure for one day. Subsequently, the specimens 
were demoulded and cured through water tank immersion for 7, 28, and 56 days. The 
flowability, hardened density, compressive strength, and flexural strength of the cement 
composite were evaluated using standardised test methods, including ASTM C1437, BS EN 
1015-10, ASTM C109, and ASTM C348, respectively [20-23]. Alternatively, the flowability, 
hardened density, and compressive strength tests were conducted in the Concrete Lab and 
Material, UMS. The flexural strength test was also performed at the Faculty of Tropical 
Forestry, UMS. Figure 4 portrays the instrumentation employed in the study.   

    
(a) (b) (c) (d) 

Fig. 4: The (a) flowability, (b) hardened density, (c) compressive strength, and (d) flexural strength test 
instruments used to test the engineering properties of the cement composites. 
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3. RESULTS AND DISCUSSION
3.1  Surface Topographies of the Carbon Fibres 

Figure 5(a) and 5(b) present the surface topographies of carbon fibres using FESEM at 
low and high magnifications, respectively. The diameters varied from 36 μm to 40 μm, while 
extrusion lines along the longitudinal axis of the carbon fibre (red circle) indicated a smooth 
surface. 

(a) (b) 

Fig. 5: The FESEM topographies of carbon fibres at (a) low and (b) high magnifications. 

The FESEM images were compared with the AFM images (see Fig. 6). A distinct presence 
of extrusion lines on the fibre surface was observed, suggesting the low fibre roughness. 
Moreover, a discernible hairy structure in the fibres was demonstrated. A study by He and 
Yang proposed that this characteristic could improve the interfacial binding strength between 
the fibre surface and the surrounding cement-paste matrix by introducing additional Van der 
Waals forces [24]. 

(a) (b) 

Fig. 6: The AFM topography of the carbon fibres indicating the (a) extrusion lines on the surface 
and (b) the hairy texture. 

3.2  Flowability Values of the Cement Composites 

Table 2 lists the flow diameters of the control and cement composites. The results indicated 
that the control specimen exhibited the largest flow diameter, followed by the AC-CF and BC-
CF specimens. These measurements were 205 mm, 204 mm, and 202 mm, respectively. 
According to the ASTM standard [20], all diameters fell within the permitted range from 205 
mm to 215 mm (105% to 115%). The AC-CF and BC-CF produced lower diameters due to the 
carbon fibre roughness, which was proven by the FESEM and AFM images. These features 

Extrusion lines 

36 m 

40 m 
37.5 m 

37.5 m 

40 m 

146



IIUM Engineering Journal, Vol. 25, No. 1, 2024 Anthony et al. 
https://doi.org/10.31436/iiumej.v25i1.2983 

 
 

were widely recognised to significantly impact the fibre dispersion within the cement matrix 
[25]. Therefore, the flowability of the matrix was restricted. 

Table 2: Summary of the flow diameters for the specimens 

Specimen Control AC-CF BC-CF 
Flow diameter (mm) 205 204 202 

3.3  Hardened Densities of the Cement Composites 

A higher hardened density in cement composites is vital for proper fibre dispersion. If the 
fibres are not adequately dispersed, their ability to occupy the vacant spaces is compromised. 
This process develops a lower hardened material density [26]. Consequently, the hardened 
densities of all samples presented an upward trend with increased curing duration (7, 28, and 
56-day periods) (see Fig. 7). The results also demonstrated that the hardened density of the AC-
CF specimen was higher than the BC-CF and control specimens at all curing durations. For 
example, the measured hardened densities of the AC-CF, BC-CF, and control specimens on 
day 56 were 2679.22 kg/m3, 2386.08 kg/m3, and 2278.37 kg/m3, respectively.  

 
Fig. 7: The hardened densities of various specimens. 

 

3.4 Compressive Strengths of the Cement Composites 

Figure 8 presents the compressive strengths of the control, AC-CF, and BC-CF specimens. 
The results indicated a positive correlation between the curing duration and the compressive 
strengths of the specimens across the 7, 28, and 56-day periods. Additionally, the AC-CF 
specimen exhibited the highest compressive strength, followed by the BC-CF and the control 
specimens. Considering that the experimental conditions for AC-CF and BC-CF were fixed at 
3 g, these findings aligned with previous studies that demonstrated improved compressive 
strength of cement composites when the fibre percentage was below 0.75% [6,7,9]. Denser 
cement composites typically develop smaller void amounts, leading to higher compressive 
strength [27].  
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Fig. 8: The compressive strengths of the specimens. 

Figure 9 reveals the correlation between the hardened density and compressive strength of 
the specimens at days 28 and 56. The analysis presented that the coefficient of determination 
(R2) exceeded 0.90, suggesting a strong, positive, and linear relationship between the two 
variables [28]. 

(a) (b) 

Fig. 9: The correlation between hardened density and compressive strength at the 
(a) 28th and (b) 56th day periods.

3.5 Flexural Strengths of the Cement Composites 

Figure 10 depicts the flexural strengths of the control, AC-CF, and BC-CF specimens. 
Similar to the compressive strength, the flexural strength of all specimens exhibited an upward 
trend with increasing curing days (7, 28, and 56-day periods). Furthermore, the AC-CF 
specimen acquired the highest flexural strength, followed by the BC-CF and the control 
specimens.  

A study by Paul et al. discovered that the fibres in cement composites formed bridges that 
effectively inhibited crack opening, which improved the flexural strength of the cement 
composites [13]. Figure 11 portrays the conditions of the specimens after failure. After failure, 
the control specimen was split into two sections, while a small crack was observed in the AC-
CF specimen. Thus, the fibres present in the specimen contributed to its flexural residual 
strength, which prevented the crack expansion. 
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Fig. 10: The compressive strengths of the specimens. 

 

  
(a)  (b)  

Fig. 11: The conditions of the (a) control and (b) AC-CF specimens after failure. 

3.6 Carbon Fibre Dispersions in the Cement Composites 

The engineering properties of cement-based composites are significantly influenced by 
fibre dispersion. This property can be improved by using a more uniform fibre dispersion. 
Figure 12 presents the carbon fibre dispersions in AC-CF and BC-CF specimens using SEM 
images, respectively. The carbon fibres were scattered in the AC-CF specimen, suggesting a 
homogeneous distribution. Entangled fibres were observed in the BC-CF specimen, indicating 
inadequate dispersion. These findings demonstrated that the AC-CF was superior and acquired 
a more uniform fibre dispersion than BC-CF. This discovery was also consistent with earlier 
research that reported well-dispersed fibres could successfully contribute to higher cement-
based composite strengths [29,30]. Therefore, fibre additions in the fluid cement mixture were 
concluded to facilitate the uniform fibre dispersion process. 
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(a) (b) 

(c) (d) 

Fig. 12: The low and high magnification of SEM images for (a, b) AC-CF 
and (c, d) BC-CF specimens. 

4. CONCLUSION
This study successfully evaluated two distinct mixing sequences (AC-CF and BC-CF) by

investigating the engineering properties of the cement composites and carbon fibre dispersions. 
Based on the findings and analysis presented in this study, the conclusions are as follow: 

a) The flowability values of AC-CF and BC-CF were lower than the control, attributed to
surface roughness on the carbon fibre.

b) Carbon fibres improved the hardened density, compressive strength, and flexural strength
values of the cement composites.

c) The AC-CF fibre dispersion was superior to the BC-CF specimen. This outcome
increased the hardened density, compressive strength, and flexural strength of the cement
composite.

d) The AC-CF specimen demonstrated the optimal mixing sequence for a cement composite
containing carbon fibres.
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ABSTRACT: Statistical data in 2021 in Indonesia shows that the number of accident 
victims reached 103,645 cases. Around 25% of these accident victims were underage 
drivers. For this reason, efforts must be made to minimize the number of accident victims, 
especially avoiding severe injuries. The criteria for respondents are motorcycle riders aged 
12 - 25 years who are still categorized as adolescent riders. The data collection was carried 
out by interviewing respondents for approximately 10 minutes. For data analysis, the 
number of respondents used was 308 respondents. The location for data collection was Riau 
Province, Indonesia. The data was analyzed by Bayesian network. To get a good model, the 
basic model was validated. The number of respondents used to validate this model was 107 
respondents. The results of the analysis show that the probability of an adolescent driver to 
experience severe injury is 27% and mild injury is 73%.Scenario 1 shows that poor driving 
performance will increase the probability of severe injury by 3%.Scenario 2 shows that 
driver fatigue will increase the probability of severe injury by 3%.Scenario 3 shows that 
drivers who conduct traffic violations will increase the probability of severe injury by 
5%.Scenario 4 shows that drivers who perform long trips(more than 1 hour) increase their 
fatigue from 28% to 60%, which also increases the probability of severe injury by 
1%.Scenario 5 shows that late night driving (between 24:00 – 06:00) not only increases the 
probability of fatigue but also increases the probability of severe injury by 1%.Strategic 
steps to reduce severe injury among adolescent motorcyclists include driving with good 
performance, avoiding fatigue-inducing conditions, abiding by all traffic rules, and avoiding 
driving between the hours of 24:00-06:00. 

ABSTRAK: Data statistik pada tahun 2021 di Indonesia menunjukkan jumlah mangsa 
kemalangan mencapai 103,645 kes. Kira-kira 25% mangsa kemalangan ini adalah pemandu 
bawah umur. Oleh itu, usaha perlu dilaksanakan bagi meminimumkan mangsa kemalangan, 
terutama dalam mengelakkan kecederaan parah. Kriteria responden adalah penunggang 
motosikal berumur 12 - 25 tahun yang masih dikategori sebagai penunggang remaja. 
Pengumpulan data dijalankan dengan menemu bual responden selama lebih kurang 10 
minit. Analisis data ini melibatkan 308 orang responden. Lokasi pengumpulan data adalah 
di Riau, Indonesia. Data dianalisis dengan rangkaian Bayesian. Bagi mendapatkan model 
terbaik, model asas telah disahkan. Bilangan responden yang terlibat dalam mengesahkan 
model ini adalah seramai 107 orang responden. Dapatan kajian menunjukkan 
kebarangkalian pemandu remaja yang mengalami kecederaan parah adalah 27% dan cedera 
ringan sebanyak 73%. Senario 1 menunjukkan pemanduan tidak berhemah akan 
meningkatkan kebarangkalian cedera parah sebanyak 3%. Senario 2 menunjukkan bahawa 
memandu dalam keadaan letih akan meningkatkan kebarangkalian cedera parah sebanyak 
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3%. Senario 3 menunjukkan bahawa pemandu yang melanggar peraturan lalu lintas akan 
meningkatkan kebarangkalian cedera parah sebanyak 5%. Senario 4 menunjukkan pemandu 
yang melakukan perjalanan melebihi 1 jam akan meningkatkan keletihan dari 28% kepada 
60%, juga menyumbang kepada peningkatan kebarangkalian cedera parah sebanyak 1%. 
Senario 5 menunjukkan bahawa pemanduan lewat malam (antara 24.00 – 06.00) bukan 
sahaja meningkatkan kebarangkalian keletihan tetapi juga meningkatkan kebarangkalian 
cedera parah sebanyak 1%. Langkah strategik bagi mengurangkan kecederaan parah di 
kalangan penunggang motosikal remaja termasuk: memandu dengan berhemah, tidak 
memandu dalam keadaan letih, mematuhi segala undang-undang jalan raya dan mengelak 
dari memandu pada jam 24.00 hingga 06.00. 

KEYWORDS: road trafficaccident; Bayesiannetwork;mildlyinjured;motorcycle 
rider;severelyinjured 

1. INTRODUCTION 
The biggest contributing cause to traffic accidents is the human error factor. The age of 

the driver influences the driver's behavior when driving [1] and also influences the risk of 
accident [2]. Motorcycles have high mobility thus they are very popular with young riders. 
This vehicle is less stable and lacks protection for the driver while driving, resulting in 
greater risk of accident severity. In general, young drivers have very little experience in 
driving compared to adult drivers [3] which results in young drivers tending to commit more 
traffic violations due to mistakes or ignorance of traffic rules [4].This certainly results in 
young drivers having the potential to experience accidents [5] compared to experienced 
drivers who tend to drive more effectively [6].Unfortunately, the tendency for young drivers 
to commit traffic violations is well documented [7-12].Additionally, stress factors caused by 
work can also influence risky behavior when driving [13,14]. Other researchers state that 
personality and attitude factors also influence risky behavior when driving[15].In general, 
young drivers are less stable mentally and emotionally, increasing their risk of accidents 
[16,17].The accident rate at a young age is quite high compared to adult drivers, however this 
accident rate rises again for drivers aged 60-69 years [18].In general, young drivers’ risks are 
influenced by road type, visibility conditions, gender [19], and speed [20].  

Generally, young riders have better stamina than other age groups, which allows young 
riders to accept travel routes that quite far and long. Driving too far and for a long time can 
result in fatigue in the driver during the trip [21].Moreover, if the driver lacks sleep and then 
travels far, this will increase fatigue [22] and drowsiness that will affect the driver's 
performance [23,24].This can increase the risk of an accident [25] as well as and increase the 
level of severity when experiencing an accident [26,27].Besides that, driving time can also 
affect the level of driver fatigue, thereby increasing the risk of accidents [28] and their 
severity [29-31].Fatigue can reduce the driver’s abilities and can even increase the risk of an 
accident [25,32,33]and the severity of said accident [34]. Apart from the age factor that 
influences accidents, another factor is the gender of the driver. There is a tendency for male 
drivers to be more involved in accidents than female drivers, however female drivers are 
more likely to be injured during accidents than male drivers [35,36]. Leading research in this 
area is as shown in Fig. 1. 

Accident cases in Indonesia from 2020 to 2021 are likely to increase, as shown in Fig. 2 
[37]. In addition, about 25% of accident victims are underage drivers. Ninety two percent of 
adolescent drivers often experience distractions while driving [38]. Accident statistics in 
Indonesia show that every 20 minutes, one life is lost on the highway. Other data shows the 
number of accident victims for drivers aged 10-19 years amounted to 26,906 and drivers aged 
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20-29 years amounted to 29,281 [39]. The use of motorcycles is quite high among
adolescents, resulting in high accident rates for this age group. In 2021, the number of
motorcycles in Indonesia reached 124,042,298 units [37], as shown in Fig. 3.

 

 

 

 

 

 

 

:

Fig.1. Leading research findings 

Fig. 1: Category of‘drivers’ and previous of road accidents in the world. 

Thus, it is necessary to conduct the research to reduce the number of severely injured 
victims in Indonesia, namely by finding the dominant variable that affects the severity of 
accidents in adolescent motorcycle riders and finding the model and strategies to reduce the 
risk of severe injury. The research parameters of this study are: 1) respondents are adolescent 
motorcycle riders aged 12 until 25 years and have had accidents;2) the data was analyzed by 
Bayesian Network;3) the probability of accident severity in terms of human factor, road and 
environmental factor and vehicle factor. 

2. METHODS
The research was carried out in Riau Province. A total of 415 respondents were used, of

which 308 respondents were used for modeling and 107 respondents were used for model 
validation. The number of samples was calculated by using the equation: 

Distribution of accidents based on age of driver. 

Young drivers Adult drivers Older drivers 

[3]; [4]; [8]; [9]; [11]; [20] [3] 

Lack of experience in driving
Often violate traffic rules
Frequently use cell phones while
driving
Speeding
Using illegal drugs while driving

[18]; [40]; [41]; [42] 

Poor vision
Slow reaction time
Lack of concentration
Easily tired
Medical issues while
driving

Countermeasures to reduce the risk of accidents: 
Enforcement of traffic rules
When drowsy, drivers are advised to rest.
Consume energy drinks that contain carbohydrates and coffee.
It is recommended for older drivers to use assistants or tools that help older drivers when driving.
There is a need for adaptation from other drivers towards older drivers to improve the safety of older
drivers.

RESEARCH GAP:  
Finding the model of accidents severity and countermeasures strategies to reduce the probability of 
severely injured among adolescent motorcycle riders. 

Adult drivers have fewer
accidents than young drivers
and elderly drivers.
Adult drivers are more careful
and more orderly than young
drivers.

155



IIUM Engineering Journal, Vol. 25, No. 1, 2024 Lumba et al. 
https://doi.org/10.31436/iiumej.v25i1.2997 

 
 

           (1) 

Information: n=number of samples, N=population, e=margin of error, The number of 
accident victims in Riau Province = 2750 people, e value = 5%. 
 

 

 

 
Fig.2:  Number of accidents and number of victims of accidents severity in Indonesia [37]. 

 
Fig.3: Number of motorcycle vehicles in Indonesia [37]. 

 
The number of samples that were used to analyze data and validate the model was 415 
respondents. 

The criteria for respondents in this study were adolescent motorcycle riders (12 years to 
25 years) who had experienced an accident by either hitting another vehicle, being hit by 
another vehicle, or without the involvement of another vehicle. The data was collected by 
interviewing adolescent motorcycle riders who had experienced accidents.  
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Variables that affect the model included driving behavior, driving fatigue, driving 
performance, time of accident, driving time before the accident, gender, engine capacity, 
driving license ownership, monotony while driving, roadside variability at the accident site, 
and road geometry at the accident scene. Details of variables and questions asked to the 
respondents are given in Table 1.  

Table 1: Variables and statistics 

Variable Value Percentage 
Gender Male 61 

Female 39 
Possession of a Driver's License Have 15 

Do Not have 85 
Rider performance Good 74 

Not good 26 
Risky behavior Violating 21 

Not violating 79 
Fatigue Yes 28 

No 72 
Duration of driving ≤ 30 minutes 67 

30 < DURATION ≤ 60 21 
> 60 minutes 12 

Time of the accident occurred 06.00 – 12.00 28 
12.00 – 18.00 49 
18.00 – 24.00 21 
24.00 – 06.00 2 

Road geometry Flat and straight 72 
Curve 28 

Roadside variability Varied 52 
Not varied 48 

Road condition Monotonous 47 
Not monotonous 53 

Engine capacity ≤ 125 cc 74 
> 125 cc 26 

Data was analyzed with Bayesian network using GeNiE 2.0 software [43]. Bayesian 
networks originate from Bayes theory, which is an approach used to analyze probabilistic 
data or data that is uncertain. Bayesian theory is more suitable for predicting accident severity 
than regression models [44]. The Bayesian network shows the relationship between the 
probability of event A occurring provided that event B has occurred P(A|B), with the 
following formula: 

 (2) 

After the data was analyzed, a probability model for accident severity among adolescent 
motorcycle riders was obtained.  The model was validated to know its accuracy. Validation 
was conducted by calculating the MAD (Mean Absolute Deviation) value with the formula: 

 (3) 

The model was considered accurate if the results of the model and the results in the field 
were not significantly different. If the model was accurate enough, then several scenarios 
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were carried out in the next step to find strategies to reduce the number of cases of severe 
injury to motorcyclists. The research flow chart is shown in Fig. 4. 

 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4: Flow chart of research. 

3. RESULTS AND DISCUSSION 
Variables and accident statistics at the study sites are shown in Table 1. Meanwhile, the 

resulting structure of the Bayesian network model shows that the probability of adolescent 
drivers who experience severe injury is 27% and mild injury is 73%, as shown in Fig. 5. The 
root causes of probability of serious injury were quite high among adolescent motorcycle 
riders namely, risky driving behavior such as speeding, using cell phones while driving, and 
violating traffic rules. The model equations that were obtained from the structure of Bayesian 
network above can be seen in Table 2. 

Calculating of the percentage 
value of each variable 

Entering data in GeNie 2.0 software 

Accurate model 

Creating of Structure of Bayesian Network in GeNie Software 2.0 

The model of probability of accident severity in adolescent motorcycle riders 

ValidationM

Mean Absolute Deviation 

Scenario of model 

Inaccurate model 

Research result:  
1) finding the variables that cause accidents among adolescent motorcycle riders  
2) finding the model of accident severity and countermeasure strategies to reduce the probability of 

severe injury among adolescent motorcycle riders 
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Fig.5: Model of the probability of accidents severity in adolescent riders. 

Table 2: Equality model of probabilities of accident severity in adolescent motorcycle riders 

P(BS) P(TS) P(FS) P(ACS) 

BS1 TS1 FS1 P(ACS)1 = P(ACS|BS1, TS1, FS1, LDS, TMS, LS, MS, GS, RSS, RGS, CS) 
P(BS1|LS, GS, CS) P(TS1|LDS, MS, TMS) P(MS|RSS, RGS) 

BS1 TS1 FS2 P(ACS)2=P(ACS|BS1, TS1, FS2, LDS, TMS, LS, MS, GS, RSS, RGS, CS) 
P(BS1|LS, GS, CS) P(TS1|LDS, MS, TMS) P(MS|RSS, RGS) 

BS1 TS2 FS1 P(ACS)3 = P(ACS|BS1, TS2, FS1, LDS, TMS, LS, MS, GS, RSS, RGS, CS) 
P(BS1|LS, GS, CS) P(TS2|LDS, MS, TMS) P(MS|RSS, RGS) 

BS1 TS2 FS2 P(ACS)4 = P(ACS|BS1, TS2, FS2, LDS, TMS, LS, MS, GS, RSS, RGS, CS) 
P(BS1|LS, GS, CS) P(TS2|LDS, MS, TMS) P(MS|RSS, RGS) 

BS2 TS1 FS1 P(ACS)5 = P(ACS|BS2, TS1, FS1, LDS, TMS, LS, MS, GS, RSS, RGS, CS) 
P(BS2|LS, GS, CS) P(TS1|LDS, MS, TMS) P(MS|RSS, RGS) 

BS2 TS1 FS2 P(ACS)6 = P(ACS|BS2, TS1, FS2, LDS, TMS, LS, MS, GS, RSS, RGS, CS) 
P(BS2|LS, GS, CS) P(TS1|LDS, MS, TMS) P(MS|RSS, RGS) 

BS2 TS2 FS1 P(ACS)7 = P(ACS|BS2, TS2, FS1, LDS, TMS, LS, MS, GS, RSS, RGS, CS) 
P(BS2|LS, GS, CS) P(TS2|LDS, MS, TMS) P(MS|RSS, RGS) 

BS2 TS2 F2 
P(ACS)8 = P(ACS|BS2, TS2, FS2, LDS, TMS, LS, MS, GS, RSS, RGS, CS) 
P(BS2|LS, GS, CS) P(TS2|LDS, MS, TMS) P(MS|RSS, RGS) 

∑ P(ACS) 

P=Probability, ACS=Accident Severity, BS=Risky Behavior, BS1=Violating, BS2=Not Violating, TS=Fatigue, TS1=Yes, 
TS2=No, FS=Rider performance, FS1=Good. FS2=Not good, ACS=Accident, LDS=Long duration of driving, 
TMS=Time of the accident occurred, LS=Possession of a Driver's License, MS=Road Condition, GS=Gender, 
RSS=Roadside variability, RGS=Road Geometry, CS=Engine Capacity 

The model needed to be validated to be able to move on to the next stage. After 
validation, the difference between the model results and the actual results (MAD) was 
22.93%, as shown in Table 3. This shows that the accuracy of the model is 77.07%. 
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Furthermore, several scenarios were carried out to obtain strategic treatment to reduce serious 
injuries. Because rider performance variables, fatigue variables, and risky behavior variables 
have a direct influence on the severity level when an accident occurs, several scenarios were 
carried out to see the influence of these three variables on the accident severity. Meanwhile, 
to see the influence of long driving duration variables and driving time variables on the 
possibility of increasing fatigue and increasing the accident severity, several scenarios were 
carried out to determine the magnitude of the influence of these variables on the level of 
driver fatigue and accident severity. 

Table 3: The calculation of mean absolute deviation (MAD) 

Risky 
Behavior 

Fatigue Rider 
Performance 

Probability of Accident Severity 
in Adolescents 

Deviation  

Actual Model  
BS1 TS1 FS1 25.00 44 19.00 
BS1 TS1 FS2 66.67 17 49.67 
BS2 TS1 FS1 33.33 23 10.33 
BS2 TS2 FS2 14.29 27 12.71 

          22.93 
 

Scenario 1 shows the influence of driver performance on accident severity. The results 
of the analysis show that drivers who drive when their performance is not good will increase 
the probability of severe injury from 27% to 30%, as shown in Fig.6.Even though the rate of 
probability increase of serious injury to riders was only 3%, this certainly cannot be ignored 
because it is closely related to the level of accident severity. This research is in line with 
research conducted by[26,27].Meanwhile, scenario 2 shows the effect of driver fatigue on the 
accident severity. The results of the analysis identified that when a driver is in a fatigued 
condition, the probability of severe injury will increase from 27% to 30%, as shown in Fig. 7. 
When the rider feels tired, the ability to drive well will decrease, the driver's level of alertness 
will also decrease, resulting in a very high risk of accidents and high accident severity. This 
research is in line with research conducted by [26,27]. Scenario 3 shows the effect of traffic 
violations on the accident severity. The results of the analysis show that drivers who commit 
traffic violations will be at risk of increasing the probability of severe injury from 27% to 
32%, as shown in Fig. 8. This means that the effect of violating traffic rules will increase the 
probability of severe injury by 5%. This research is in line with research conducted by [4,7-
12]. Scenario 4 shows the effect of driving duration on the level of fatigue and the accident 
severity. The results of the analysis show that driving for only 1 hour increases the 
probability of fatigue but does not increase the probability of severe injury. However, for 
trips longer than 1 hour, apart from increasing the probability of fatigue, it also increases the 
possibility of severe injury from 27% to 28%, as shown in Fig. 9. This means that adolescent 
motorcycle riders who drive for more than 1 hour are more likely to suffer severe injury than 
riders who drive for less than 1 hour. 

Scenario 5 shows the effect of driving time on the accident severity. Driving in the time 
periods of 06:00-12:00, 12.00-18.00, 18.00-24.00 only affects the increase in driver fatigue, 
but driving in the time period of 24.00 - 06.00 not only increases the probability of fatigue 
but also increases the probability of being severely injured from 27% to 28%, as shown in 
Fig. 10. This shows that driving in the time period of 24.00 - 06.00 is very risky, the 
possibility of the riders experiencing fatigue and driving at this time also increases the 
probability of severe injury. This research is in line with research conducted by [29-31]. 
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Fig.6: Scenario 1- Influence of driver performance on accident severity. 

 

 
Fig.7: Scenario 2 - Effect of driver fatigue on accident severity. 
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Fig.8: Scenario 3 - Effect of traffic violations on accident severity. 

 

 
Fig. 9: Scenario 4 - Effect of driving time on fatigue level and accident severity. 
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Fig. 10: Scenario 5 - Effect of driving time on accident severity. 

Several strategic steps that can be taken to reduce the number of severe injuries include: 

1. Adolescent drivers drive in good performance conditions because in this condition the
probability of being severely injured decreases from 27% to 26%.

2. Adolescent drivers drive when they are not tired because this condition can reduce the
probability of being severely injured from 27% to 26%.

3. The drivers do not violate traffic rules, because this condition can reduce the
probability of serious injury from 27% to 26%.

4. Motorcycle riders do not drive during the time period 24.00-06.00, because during
this time period the probability of fatigue increases from 28% to 60% and trips made
during this period can increase the probability of severe injury by 1%.

5. CONCLUSION
The results of analysis using a Bayesian network show that the probability of adolescent

drivers experiencing severe injury is 27% and mild injury is 73%.Scenario 1 shows that 
driving with poor performance will result in an increase in the probability of severe injury by 
3%.Scenario 2 shows that when a driver experiences fatigue, the probability of severe injury 
will increase by 3%.Scenario 3 shows that traffic violations will increase the probability of 
severe injury by 5%.Scenario 4 shows that driving for only 1 hour increases the probability of 
fatigue but it does not increase the probability of severe injury. However, for trips longer than 
1 hour, apart from increasing the probability of fatigue, it also increases the possibility of 
severe injury by 1%.Scenario 5 shows that the time periods of 06:00-12:00, 12:00-18:00, 
18:00-24:00 only increase the driver's fatigue factor, but driving in the time period of 24:00–
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06:00 not only increases the probability of fatigue but also increases the probability of 
severely injured by 1%.Several strategic steps that can be taken to reduce severe injury to 
victims include maintaining good driving performance, driving without being fatigued, not 
violating traffic rules, and not driving during the 24:00-06:00 time period. 
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ABSTRACT:  Uniform Manifold Approximation and Projection (UMAP) is applied to reduce 
the multipath dataset into 2-dimensions (2D) for visualization and clustering.  Density-based 
spatial clustering of applications with noise (DBSCAN) is used as the clustering approach and 
the performance of different search radius epsilon ε. The proposed approach was used to 
cluster semi-urban scenarios of the COST2100 channel model (C2CM), which has many 
multipath components (MPCs).  The approach is validated by comparing the clustering results 
to the ground truth and computing the Adjusted Rand Index (ARI) and the cluster-wise 
Jaccard index . The results suggest that lowering the search radius up to 0.3 achieved a 
median below 0.6 in the multiple-links scenarios due to the overlapping nature of clusters. 
Nevertheless, the median values above 0.7 and 0.8 for the ARI and Jaccard index , 
respectively for the single-link scenarios indicate the robustness of the approach. 

ABSTRAK: Anggaran Manifold Seragam dan Unjuran (UMAP) 2-dimensi (2D) digunakan 
sebagai penggambaran dan pengelasan bagi mengurangkan set data pelbagai laluan. Aplikasi  
pengelasan ruangan bersama bunyi berdasarkan ketumpatan  (DBSCAN) ini mengguna pakai  
pendekatan pengelasan dan prestasi pelbagai radius carian epsilon ε. Pendekatan yang 
dicadangkan ini digunakan bagi pengelasan senario separa-bandar model saluran COST2100 
(C2CM), di mana komponen ini mempunyai banyak laluan (MPCs). Pendekatan ini disahkan 
dengan membandingkan dapatan pengelasan kepada kesahihan lapangan, pengiraan Indeks 
Rawak Terlaras (ARI) dan indeks Jaccard pengelasan η. Dapatan menunjukkan pengurangan 
radius carian sehingga 0.3 dicapai pada median di bawah 0.6 dalam senario pelbagai pautan 
disebabkan oleh sifat pertindihan pengelasan. Walau bagaimanapun, nilai median di atas 0.7 
dan 0.8 untuk ARI dan indeks Jaccard η, masing-masing menunjukkan kaedah ini berkesan 
bagi senario pautan-tunggal.  

KEYWORDS: multipath clustering; dimensionality reduction; channel modeling 

1. INTRODUCTION
The development of wireless communications relies on characterizing the physical

wireless channel.  Utilizing Multiple-Input Multiple-Output (MIMO) antennas at both the 
transmitter and receiver enables the wireless systems to achieve fourth-generation (4G) and 
fifth-generation (5G) mobile communication standards.  Channel models have been used to test 
algorithms and approaches before developing the actual system, using the characteristics of the 
complicated propagation environment; thus, channel modeling plays a vital role in wireless 
system design.  Recently, the use of geometry-based stochastic channel models (GBSCM) has 
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gained popularity and developed the double-directional channel models [1].  The GBSCM also 
uses cluster concepts, attributing clusters to scatterers in the propagation environment.  The 
presence of multipath clusters and their exploitation opens up the benefits of spatial 
multiplexing, diversity, and beamforming.  The scatterers produce multipath components 
(MPCs), which diffuse and scatter the signal propagated, causing delays and different paths 
called multipaths.  Generating a channel model for different scenarios and accurately clustering 
the MPCs in the angular and time domain can simplify obtaining the channel impulse response 
(CIR).  Accurately modeling the propagation space can produce better channel models for 
different scenarios that technically advance the wireless system's design and present achievable 
reliability, data rates, and latency.  Hence, finding optimal ways to cluster MPCs is crucial in 
channel modeling. 

Recently, the use of automatic algorithms gained attraction in clustering the MPCs.  
Different methods have been proposed to cluster MPCs in different scenarios. The first 
framework for applying an automatic algorithm was reported by [2], [3], where the K-means 
algorithm was utilized, and the Multipath Component Distance (MCD) was used.  The K-means 
algorithm was also used in an urban scenario reported by [4].  A spectral-based power-weighted 
algorithm was proposed by [5] and applied to measured data in a hall environment.  The 
automatic and manual approach combined to produce a middle-ground technique is reported 
in [6], in an urban macrocell where it was stated that human interaction in clustering should 
not be ignored. 

Furthermore, the -means is extended to include the power, also known as the -power 
means (KPM) algorithm, and tracking the multipaths was reported in [7].  The Variational 
Gaussian Mixture Model (GMM) was proposed to cluster the outdoor-to-indoor propagation 
scenario [8].  Additionally, a comparative study of different algorithms and their performance 
is presented in [9].  The use of Simultaneous Clustering and Model Selection (SCAMS) is 
proposed in [10,11] to cluster the C2CM generated datasets.  Finally, a visualization tool using 
3D point cloud data to locate small interacting objects in a microcell was  proposed to include 
the visualization process in the wireless channel characterization [12].  Different approaches 
are presented in clustering the MPCs due to the difference in propagation environment, 
frequency band, and scenario being studied and modeled. 

Big data analysis gained research interest due to the massive data available today.  
Visualization techniques have been one of the focuses of research in exploratory data analysis.  
Data's high dimensional nature gave birth to techniques to reduce the dimensionality of data to 
address the “curse of dimensionality.” Dimensionality reduction (DR) has benefitted other 
fields of science, especially for data with many features that need to be reduced, visualized, 
and clustered.  DR techniques can preserve the global or local structure of the data while 
reducing the features that can be used to visualize in lower dimensions.  The mutation dataset 
of the SARS-CoV-2 was visualized using t-distributed Stochastic Neighbor Embedding (t-
SNE) and UMAP, followed by the K-means algorithm for clustering [13].  DR has gained 
popularity, especially in genome sequencing.  In [14], DBSCAN is used after applying t-SNE 
and UMAP to find repeating patterns in the biological signaling of single-cell calcium spiking. 

Furthermore, DR techniques have been used to improve the performance of different 
machine learning algorithms for intrusion detection systems [15].  Furthermore, DR techniques 
before automatic clustering have not been fully utilized in clustering the MPCs.  The main 
contribution of this paper is to obtain accurate number of clusters and their membership using 
UMAP to reduce the dimension into 2 (for visualization) and cluster the latent space using 
DBSCAN.  
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This paper applies the DR technique to the C2CM data to visualize the MPCs using 
Principal Component Analysis (PCA) and UMAP, followed by DBSCAN to cluster the 
reduced data. The rest of the paper is structured as follows: Section 2 discusses the methods 
utilized in this paper, the dataset, DR techniques, and the validation metrics. Section 3 presents 
the clustering results and the performance for each scenario, and Section 4 concludes this work.

2. METHODS
The methodology and techniques in this study are discussed. Figure 1 illustrates the

procedures implemented from the dataset used, the PCA and UMAP techniques, and the MCD 
distance metric. The dataset is prepared and read using MATLAB software. Each scenario has 
30 snapshots that are read per sheet in an Excel file imported to the MATLAB interface. The 
PCA is applied to rotate the data, capturing the maximum variance without reducing the 
dimension. The UMAP is modified using the MCD metric to suit the angular nature of data to 
capture the actual distance and avoid the circular nature of data. The computation of MCD is 
done using a developed script in MATLAB. The UMAP then computes a low-dimensional 
representation in 2D that can be visualized and utilized for clustering.

Additionally, the default DBSCAN implementation in MATLAB was used, and the ε  was 
varied to improve the groupings of the UMAP output. Finally, the ARI and Jaccard index are 
computed to validate the approach in the number of clusters and their membership. This section 
discusses each of the methods used in this paper.

Fig. 1: Methodology of the study.

2.1 COST 2100 Dataset

The European Cooperation in Science and Technology (COST) 2100 channel model is 
based on the cluster of MPCs which has similar delays and angular parameters [16]. The 
C2CM generates the double-directional channel containing the large-scale and small-scale 
parameters. The dataset used in this work is found in the Institute of Electrical and Electronics 
Engineers (IEEE) DataPort [17], which has eight scenarios. Only the semi-urban scenarios 
were used in this work since the DBSCAN performance relies on the density of points and the 
neighbors. The settings are as follows: 

1. Band 1 Semi-urban NLOS Single Link

2. Band 1 Semi-urban LOS Single Link
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3. Band 1 Semi-urban LOS Multiple Links 

4. Band 2 Semi-urban NLOS Single Link 

5. Band 2 Semi-urban LOS Single Link 

6. Band 2 Semi-urban LOS Multiple Links 

Band 1 refers to the narrowband, while Band 2 is for the wideband.  Additionally, the LOS 
refers to line-of-sight and NLOS refers to non-line-of-sight.  A vector represents the MPCs 

where  represents the  MPC which has the 
delay parameter , the Angle of Arrival (AOA), Angle of Departure (AOD),  is the azimuth 
angle,  as the elevation angle, and the power represented by .  The MPCs are clustered based 
on the similarity of these parameters, excluding the power.  Each dataset contains 30 snapshots, 
where one snapshot is represented by a data matrix  that contains  number of MPCs. 

The C2CM is part of the COST action project and the COST family of channel models. A 
200 MHz bandwidth is supported by this model for frequencies below 6 GHz. The model 
assumes that there is only one terminal fixed for the BS, which limits the dual mobility 
conditions. Dynamic modeling, multi-link , spherical, and spatial consistency are the 
advantages of the C2CM as compared to other channel models.  

2.2  Dimensionality Reduction 

PCA is considered a DR technique that aims to direct the components to maximum 
variance using orthogonal axes.  PCA produces uncorrelated variables, which can then be 
reduced to a number of principal components.  The first principal component explains most of 
the variance in the data, followed by the second principal component.  PCA can be achieved 
using the singular value decomposition (SVD) or the covariance matrix and its eigenvectors.  
In this work, all the components are retained; thus, PCA is used for the decorrelation of the 
variables, which are then fed to the UMAP algorithm. 

UMAP is a relatively new technique for embedding high-dimensional data in low 
dimensions based on topological data analysis and graph theory [18].  The algorithm begins by 
constructing a -neighbor graph G using a specific distance metric d which computes the 
distance in high dimension.  The G’ low dimensional graph is constructed using Laplacian 
eigenmaps.  The cross-entropy between the two graphs is minimized, producing an optimized 
layout in the low dimension [19].  UMAP has hyperparameter n-neighbors, which in this work 
is set to the square root of N, where N is the number of paths in each snapshot.  The reason for 
the square root is to deflate the varying number of MPC in each snapshot, and selecting √N is 
widely accepted when using k-nn [20].  The MATLAB implementation of UMAP [21] is used 
in this work. The UMAP preserves both local and global structure of data. Another manifold 
learning technique that uses the same principle of optimizing the low dimensional embeddings 
is the t-SNE. In contrast, UMAP utilizes graph theory, while t-SNE is based on the student-t 
distribution in finding the neighboring points. As mentioned earlier, the PCA is a DR technique 
as well, but falls under the category of linear techniques and is employed alongside t-SNE or 
UMAP. 

The parameters of the MPCs are in terms of angle and time domain.  In clustering and 
neighborhood embedding, the similarity of the distance is the Euclidean distance which is the 
default distance metric of UMAP and other dimensionality reduction algorithms. It measures 
the distance between points in a linear manner. A more generalized distance metric is the 
Minkowski distance where  represents the norm where  for the Euclidean, and  
for the Manhattan distance. However, because of the angular nature of the multipath 
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components, the Euclidean distance should be modified to address the angular ambiguity and 
separation between the MPCs. Considering also the fact that the delay feature  is a dimension 
of time, the Euclidean distance cannot measure the spatio-temporal difference of MPCs. The 
MCD is a measure to quantify the separations between multipaths ,  introduced in [22] given 
by Eq. 1: 

 
(1) 

 

(2) 

 

where  computes the distance of the angle of arrival or departure; Equation 2 is 
used to compute the angular distance between the   and  multipath.  Equation 3 quantifies 
the separation between delays given by  , where  is the scaling factor and the standard 
deviation of the delays denoted by . 

 (3) 

The MCD provides a metric integrated into the UMAP algorithm to measure the 
probability of neighboring points in the high-dimensional space.  Using PCA and UMAP, 
where MCD is the distance metric, each snapshot is projected into 2D space for visualization, 
and the 2D data is clustered using the DBSCAN algorithm. 

2.3  Density-Based Spatial Clustering of Applications with Noise 

The DBSCAN algorithm relies on three parameters, the core points, boundary points, and 
noise points [14].  The core points can be determined by the radius of the search represented 
by epsilon ε and the minimum number of neighbors (minPts).  Furthermore, core points are 
defined as the reference of the data points in the center of the group with the least minPts 
connected within the distance ε.  The number of core points can also be treated as the number 
of clusters since it defines how DBSCAN can find many core points.  The DBSCAN treats the 
neighbors to be connected to a core point, and the non-core points are treated as noise.  One 
advantage of DBSCAN from -means is that DBSCAN does not require the number of clusters 

 in advance but produces clusters based on the density of points around the core point that the 
radius  and the minPts specifies.  In this paper, ε was varied from 1, 0.8, 0.5, and 0.3, while 
the minPts was set to the default value of 5.  The reason for varying the ε in decreasing order 
is to separate highly dense points from the projection of UMAP.  The abstract algorithm of 
DBSCAN is first to identify the core points, followed by assigning core points, and for non-
core points, the border points are assigned, adding the neighboring points to a core point and 
finally assigning the noise points. The original DBSCAN paper was proposed in  [23]  and was 
recently criticized due to the misuse of distance metrics. However, the suitable use of its 
parameters  and the distance metric are discussed and highlighted in [24] and still encourages 
its usage.  

2.4  Validation Metrics 

The availability of the true cluster number and cluster membership from the C2CM data, 
external clustering validity indices are used. The Adjusted Rand Index (ARI), which compares 
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the cluster members to the reference cluster membership, and the Jaccard index to assess the 
accuracy in identifying the number of clusters.  The ARI is given in equation 4 [25]. 

 (4) 

The value of the ARI ranges from 1 if the clustering matches perfectly.  In equation 4,  
pertains to the number of pairs that exist in the same cluster while  are the instances that 
exist in a different cluster.  The number of pairs that exist in the reference cluster but not in the 
clustering output is denoted by while  is for the opposite. 

On the other hand, the number of clusters is evaluated using the Jaccard index, which 
ranges from 0 to 1, where 0 indicates void similarity and 1 for a perfect match.  The cluster-
wise Jaccard index is computed using equation 5, where  denotes the cardinality,  is the 
reference multipath cluster, and  indicates the calculated clusters.  

 
(5) 

The results of cluster labels can sometimes change depending on the clustering discovery 
of DBSCAN. Consequently, the use of ARI to measure the similarity of cluster membership as 
compared to the Adjusted Mutual Index (AMI) is due to the balanced nature of clusters 
generated by C2CM. Since the dataset generated has equal number of MPC per cluster, the 
dataset is said to be balanced and the ARI is used toward a balanced clustering solution.  

3. RESULTS AND DISCUSSION 
The results of using PCA+UMAP and MCD are first projected with their reference clusters 

to validate the embedding quality.  The DBSCAN is then used on the projected data to visualize 
and assess the performance by computing the ARI.  Figure 2 illustrates the ground truth 
projection and the DBSCAN clustering on the UMAP results.  The projected data is from one 
snapshot of the B1 NLOS scene with 911 MPCs. Varying the  value shows a difference in the 
clusters in the middle being separated as the value of the search radius decreases.  

Consequently, when the value of  is small, the clusters are separated from the core points 
and are treated as noise, as illustrated in the last plot of  Fig. 2, where the  achieves an 
ARI of only 0.0814.  The search radius  was lowered to the value of 0.3; further lowering this 
value, the ARI and Jaccard index decreased.  With these trials, the PCA+UMAP and MCD are 
applied to reduce the parameters into new variables UMAP1 and UMAP2 and are projected in 
2D space for visualization and clustering.  This process was applied to thirty snapshots for each 
semi-urban channel scenario. 

Table 1 shows the mean ARI for each semi-urban scenario corresponding to the search 
radius values of 1, 0.8, 0.5, and 0.3.  The number of clusters was evaluated using the Jaccard 
index  Furthermore, the mean computational durations using the proposed approach were 
recorded.  The simulations were carried out using MATLAB 2020b on a desktop with AMD 
Ryzen 5 3600 6-Core Processor with 16 GB of installed RAM, and the duration was computed 
using the timer functions of MATLAB. 
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The applied approach had an excellent performance in the scenario B1 semi-urban LOS 
single link with the highest ARI and  of 0.7359 and 0.8726, respectively.  The same scenario 
follows this result in the B2 with 0.7116 and 0.8390.  On the other hand, the lowest scores are 
in the multiple links scenarios; this is due to the overlapping clusters in one dense point, and 
the UMAP cannot separate the clusters clearly, mainly due to the number of links that has the 
same parameters which only achieves only half of the number of clusters.  This limitation also 
affects the memberships of the clusters resulting in lower ARI.  Furthermore, in the multiple 
link scenarios, the highest mean computational duration of approximately 7 seconds can be 
attributed to the high number of paths.  Finally, the overall scores show that at  achieves 
the highest ARI and  as opposed to using  where a significant difference in the scores 
is observed. 

  

  

  

Fig. 2:  UMAP of Ground-truth and DBSCAN results with varying ε. 
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Figure 3a illustrates the Empirical Cumulative Distribution Function (ECDF) of ARI for 
all 180 snapshots of channel scenarios and their corresponding ARI. The figure shows a 
significant difference and improved scores at . The 10th percentile, median, and 90th

percentile of are graphed in Figure 3a. The percentiles indicate that at less than 10% 
of the data, the performance is 0.4486; at less than 50%, an ARI of 0.6763; and at less than 
90% of the ARI is 0.8018. The graph summarizes the performance in terms of the ARI.

                                        (a)                                                                                (b)
Fig. 3:  ECDF of ARI and for all channel scenarios.

Furthermore, Fig. 3b provides the ECDF of the cluster-wise Jaccard index for all scenarios.
The ECDF shows a steeper curve in the ECDF of where at the median, less than 50% 
of the Jaccard indices are less than 0.8214, indicating a good approximation of the actual 
number of clusters. Consequently, the lower percentile indicates that at less than 10%, the 
Jaccard index of the number of clusters is 0.5193, which can be associated with the approach's 
performance in the multiple-links scenarios.

In Fig. 4, the summary statistic of the ARI and Jaccard index for the six channel scenarios 
with the highest performing parameter is shown using box plots. The boxplot shows the 

Table 1: Mean ARI, Jaccard index, and Computational Duration of UMAP and DBSCAN

Scenario ARI Compu-
tational 

Duration 
(seconds)

B1 Semi-urban 
NLOS Single Link

0.5453 0.5741 0.6342 0.7299 0.6685 0.7046 0.7655 0.8736 5.0469

B1 Semi-urban 
LOS Single Link

0.4980 0.5307 0.6139 0.7359 0.5874 0.6257 0.7126 0.8726 1.9335

B1 Semi-urban 
LOS Multiple 
Links

0.3128 0.3245 0.3780 0.4612 0.3562 0.3704 0.4377 0.5637 6.8409

B2 Semi-urban 
NLOS Single Link

0.5362 0.5659 0.6277 0.7166 0.6150 0.6435 0.7301 0.8617 5.4050

B2 Semi-urban 
LOS Single Link

0.5097 0.5340 0.6114 0.7116 0.5739 0.6054 0.6850 0.8390 2.1443

B2 Semi-urban 
LOS Multiple 
Links

0.3536 0.3733 0.4305 0.4983 0.3726 0.3893 0.4579 0.5724 6.6561
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median using the red mark and the 25th and 75th percentiles using the bottom and top of the 
box, respectively. Additionally, some outliers in the data are present, denoted by the red + 
mark. Figure 4a shows the ARI performance where the single-link performance of above 0.7 
ARI in the median values, while the performance of the approach on the multiple link scenario, 
the median ranges at only half of the cluster membership. The ARI performance also affects 
the Jaccard number of clusters; the median is above 0.8 for the single-link scenarios indicating 
a close approximation to the number of clusters. The same performance is shown by the 
boxplot of the Jaccard index in Fig. 4b, where the number of clusters in the multi-link has 
achieved less than 0.5 value. A total of four outliers in the box plots indicates that the 
approach's performance is robust and applicable for most of the 180 datasets.

(a)                                                                                (b)
Fig. 4:  Boxplot of ARI and for all channel scenarios.

The approach has been proven effective on the C2CM datasets and has been verified using 
the Jaccard index and ARI. The use of the approach to different channel models such as IMT-
2020, WINNER II, and QuaDRiGa are considered for future work. 

4. CONCLUSION
This paper presents the performance results of applying UMAP to MPC for visualization

prior to clustering. The UMAP reveals the clustering tendencies in the data utilizing PCA and 
the distance metric MCD. Visualizing the data can aid the clustering process, especially for 
the increasing number of paths. In addition, the clustering performance of DBSCAN to the 
membership and number of clusters, along with the varying values of the search radius are 
evaluated. The selection of the   at 0.3 shows promising results in clustering the projected 2D 
transformed data of the MPCs. A median of 0.6763 and 0.8214 of the ECDF for the ARI and 
Jaccard index, respectively, suggests the accuracy of the approach. Incorporating DR 
techniques to visualize and cluster the MPCs proves to be optimal and can be used as an 
alternative to cluster the MPC of the C2CM semi-urban scenarios.
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ABSTRACT:  Indoor air quality has become a growing concern in modern society due to 

prolonged indoor working hours that lead to the frequent exposure to numerous toxic gases 

from various sources. These pollutants, including volatile organic compounds (VOCs), pose 

severe health risks such as asthma and lung cancer. To address this critical issue, this project 

focuses on developing and evaluating an advanced gas detection system that explicitly targets 

VOCs by integrating two novel metal oxide semiconductor (MOX)-based gas sensors, ENS 

160 and TED110. Different sensor parameters, such as the air quality index (AQI) and volatile 

organic compounds (VOCs), were evaluated using 12 volatile organic chemicals. The 

findings revealed that the ENS 160 sensor performs excellently, detecting 60 gas samples out 

of 72, with an average detection rate of approximately 83%. In contrast, the TED110 sensor 

demonstrated considerably lower performance and response in 24 out of 72 gas samples, with 

a detection rate of about 33%. The results contribute insights into the gas sensor's 

characteristics, providing essential information to enhance indoor air quality monitoring 

technology, particularly in laboratory environments.  

ABSTRAK: Kualiti udara dalam bangunan semakin mendapat perhatian di kalangan 
masyarakat moden kerana waktu bekerja yang panjang di dalam bangunan dan ini 
berpotensi terdedah kepada gas toksik dari pelbagai sumber. Pencemaran ini, adalah 
termasuk kepada  sebatian organik mudah meruap (VOCs), yang menimbulkan resiko 
kesihatan yang teruk, seperti asma dan kanser paru-paru. Bagi menangani isu kritikal ini, 
projek ini memfokuskan tentang sistem pembangunan dan penilaian secara eksplisit 
mensasarkan VOCs dengan mengintegrasikan dua pengesan gas berasaskan semikonduktor 
logam oksida (MOX), ENS 160 dan TED110 yang baru.  Parameter berbeza pada pengesan, 
seperti indeks kualiti udara (AQI) dan sebatian organik mudah meruap (VOCs), dinilai 
menggunakan 12 bahan kimia organik mudah meruap. Dapatan menunjukkan pengesan 
ENS 160 berjaya mengesan 60 jenis gas daripada 72 jenis, dengan purata kadar identifikasi 
sebanyak 83%. Secara perbandingan pengesan TED110 hanya mengesan 24 daripada 72 
sampel gas, dengan kadar pengesanan sebanyak 33%. Dapatan ini menyumbang kepada 
pemahaman tentang ciri-ciri pengesan gas, penyumbang kepada pengetahuan penting 
tentang teknologi pemantauan kualiti udara iaitu secara khususnya dalam persekitaran 
makmal.  

KEY WORDS:  Mobile gas sensing, hazardous gas detection, volatile organic compounds, 

environmental gases, gas sensors, toxic gases. 
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1. INTRODUCTION  
In laboratory infrastructure, employees should be familiar with the chemicals they may 

come across, potentially reactive or explosive liquids and gases that can be highly hazardous. 
Accidental or uncontrolled chemical reactions are significant causes of severe personal injury 
and property damage. Dangerous gases are sufficiently toxic or reactive substances that 
vigorously or violently give off heat and energy, and become poisonous in contact with air, 
water, or some other common material. They can be classified in various ways, including 
acutely toxic, corrosive, flammable, dangerously reactive, and oxidizing compounds [1–7]. 
Toxic compounds include hydrogen chloride, benzene or toluene, dioxin, and volatile organic 
compounds (VOCs, such as hydrocarbons, fluorocarbons, chlorofluorocarbons.), or elements 
such as cadmium, mercury, and chromium. Different VOCs in indoor air are produced from 
building materials, for instance, wood, cement, stones, asbestos used during construction, and 
utility items placed inside the building, such as carpets. These are sources of hazardous/toxic 
gases that can be inorganic, organic, biological, or even radioactive. 

 In the laboratory infrastructure for learning and experimentation purposes, the laboratory 
staff must handle a variety of dangerous, poisonous, and reactive chemicals or gases. A 
particular quantity of hazardous/toxic gases pollutes the atmosphere and can significantly 
influence human health, creating severe illnesses and threatening worker safety. This 
expanding number of dangerous gases is sometimes the cause of catastrophic incidents, ruining 
assets and the causing the deaths of many people [4], [8–10]. Therefore, toxic gases may be 
acidic, explosive, and extremely dangerous, depending on the concentration and surroundings. 
A hazardous gas may harm living tissues, affect the central nervous system, cause severe 
disease, or, in the worst situations, result in death when consumed, breathed, or absorbed by 
the skin or eyes, according to specialists in gas detection. Furthermore, the employee may 
regularly be in contact with various hazardous gases in the chemical research laboratory [11], 
[12]. For instance, long-time exposure to the following gases, CO2, carbon monoxide, and 
nitrogen oxide (NO2), can cause headaches, dizziness, restlessness, tingling, or pins or needles 
feeling, difficulty breathing, sweating, tiredness, increased heart rate, elevated blood pressure, 
coma, asphyxia, and convulsions [13–15]. The effects of different VOCs on human health, 
such as carbonyl and aromatic compounds, like HCHO, CH3CHO, C6H6, C₆H₅CH₃, and C₈H₁₀, 
severely impact human health and are causes of cancer. Besides, inhaling these compounds can 
lead to lung cancer [13–17], so experimenting with the effect of these compounds on human 
health is worthwhile for researchers. Numerous commercial gas detection sensors are available, 
such as MOX, electrochemical, catalytic, and optical infrared, detect hazardous gases including 
volatile organic compounds (VOCs). These sensors can be portable or fixed devices and 
provide alarms when gas concentrations exceed specified thresholds. Several criteria should be 
considered to evaluate the performance of gas sensors, such as sensitivity, selectivity, stability, 
response time, reversibility, energy consumption, adsorptive capacity, and fabrication cost. 
These factors play a crucial role in determining the effectiveness and reliability of gas detection 
systems in different applications [18] [19]. 

Neubert et al. [20] discussed a modular Internet of Things (IoT)-based sensor node for 
hazardous gas detection and monitoring. This experiment used two MOX gas sensors which 
are BME688 (Bosch Sensortec, Reutlingen, Germany) and SGP30 (Sensirion AG, Stafa, 
Switzerland). Moreover, a WROOM WiFi module (Espressif Systems, Shanghai, China) 
transfers the collected data to an IoT cloud for data monitoring and storage. The processing 
unit for this project was an NXP MKL27Z128VLH4 (NXP Semiconductors N.V., Eindhoven, 
Netherlands) ARM microcontroller. Furthermore, the experiments were done with various 
VOCs as a standalone unit and hosted by a stationary and mobile robot.  
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Two metal oxide (MOX) gas sensors were tested with Al-Okby et al., namely SPG30 and 
SPG40 (Sensirion AG, Stäfa, Switzerland), to measure the indoor air quality parameters IAQ 
index and the total volatile organic compound TVOC [7]. The WeMos D1 Mini is a WiFi-
based Microcontroller for IoT applications that has been used in the following project with the 
chip ESP8266 (Espressif Systems, Shanghai, China). The sensors have been tested on various 
VOC compounds in two different test conditions. Several sensor placements, including a 
moving robot, were utilized to assess the effectiveness of the two sensors based on the recorded 
characteristics (IAQ-index and TVOC) [19–21]. 

Demonstrating a gas sensor system for domestic air quality monitoring, K. Gupta et al. 
[24] applied Tin Dioxide (SnO2) based MOX gas sensors MQ-135, MQ-6, and MQ-4 ( Winsen 
Electronics Technology, Zhengzhou, China.). They detected ammonia (NH3), nitrous gases 
(NOx), nicotine, benzene, carbon dioxide (CO2), butanes, LPG, propane, and LNG, and natural 
gases (methane, CH4) with an Arduino UNO microcontroller and ESP8266 (Espressif Systems, 
Shanghai, China) for the WiFi communication interface. Data was shown on the LCD screen 
and stored on the server. This system can be used as a wireless sensor network for 
environmental monitoring. Similar technology is utilized for multiple purposes in [23–26]. 

W. Wojnowski et al. employed electrochemical sensors in E-noses [29]. The sensors 
included DGS-CO 968-034, DGS-Ethanol 968-035, DGS-H2S 968-036, DGS-NO2 968-037, 
DGS-SO2 968-038, DGS-RESPIRR 968-041, 2E 50, 3E 100 SE (SPEC Sensors LLC, Newark, 
CA, USA). They were used for the measurement of carbon monoxide (C.O.), ethanol, hydrogen 
sulfide (H2S), nitrogen dioxide (NO2), sulfur dioxide (SO2), VOC, and ammonia (NH3). The 
communication interface used a USB driver with an LTC2433 ADC (Linear Technology, 
Milpitas, California, United States) to transfer the data to a PC-class computer.  

A. Somov et al. presented a wireless sensor-actuator system for methane detection using a 
catalytic sensor (NTC-IGD, Stockport, Russia) [30]. Using the Micro Controller Unit (MCU) 
ADuC836 (One Technology Way, Norwood, USA), the node was connected to the WSN via 
the ETRX3 module; the communication interface was UART. The calibration notices were 
recorded in EEPROM M95640, connected to MCU using SPI. Apart from the calibration 
information, the memory chip stored information on the occurring events, e.g., emergencies. 

S. Esfahani et al. developed an electrical nose for VOC, carbon dioxide (CO2), and 
methane (CH4) using optical and infrared sensors such as LFP3144C-337, LFP-3850C-337, 
LFP-8850-337, and 90 V LFP- 8850-337 (InfraTec GmbH, Dresden, Germany) [31]. This work 
used a Teensy 3.6 (PJRC, Portland, USA) microcontroller with a UART communication 
interface. A laptop with a USB serial port was connected for storing and displaying data. This 
portable optical e-nose can be applied to a robot for environment monitoring. 

A fumigant gas trace detection system (FGTDS) based on a photoionization detector (PID) 
was designed for the inspection and quarantine port to monitor the gas leakage within the 
dosing room of the fumigant warehouse [32]. It used PID-A1 (Alphasense, Braintree, U.K.) 
with MCU STC12LE5A60S2 (Shenzhen LCSC Electronics Technology, Shenzhen, China) 
and ADS8325 A/D (Texas Instruments, Texas, United States) converter, which was applied for 
MCU controls. 

This research focused on developing and evaluating an advanced volatile organic 
compounds (VOCs) detection system using novel metal oxide semiconductor (MOX)-based 
gas sensors. Besides, the study investigated the sensor performance, such as sensitivity, 
selectivity, and detectable gas limit, focusing on distinct sensor parameters, including the air 
quality index (AQI) and total volatile organic compounds (VOCs). Overall contribution was to 
develop an advanced gas detection system specifically for VOCs using two novel MOX-based 
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gas sensors, ENS160 (Sciosense B.V., Eindhoven, Netherlands) and TED110 (Wise Control 
Inc, Seoul, Korea). In addition, it evaluated distinct sensor parameters, such as AQI and 
TVOCs, in a typical chemical hood environment with 12 distinct VOCs. It also analyzed the 
sensors' different characteristics, such as sensitivity, accuracy, response, and recovery time. 
The comparison of the system's stability, accuracy, and effectiveness with existing design from 
the University of Rostock, including sensors BME688 (Bosch Sensortec, Reutlingen, 
Germany), SGP 40, and SGP 30 (Sensirion AG, Stäfa, Switzerland), offers valuable 
benchmarks and validates the system's performance. In a nutshell, the findings from this 
research enhance the understanding of gas detection technology and provide essential insights 
for improving indoor air quality monitoring systems and safety, particularly in laboratory 
environments [7], [20].

2. MATERIALS AND METHODS 
2.1. Sensor Selection 

One of the significant challenges of a gas detection system is determining the appropriate 
gas sensor type. Different gas sensor technologies have limitations; none can be used for all 
gas types or applications. The primary goal of this project is the detection of indoor TVOC 
with a specific focus on a quick response for the safety laboratory employees. The initially 
chosen MOX gas sensor ENS160 (Sciosense B.V., Eindhoven, Netherlands; see Fig. 1) can 
measure three separate parameters, AQI (100 to 500), TVOC (0-65,000 PPB-Parts per billion), 
and eCO2 (0-65,000 PPM-Parts per Million). The TED110 (WISE Control Inc, Seoul, Republic 
of Korea), shown in Fig. 2, was chosen as a second gas sensor for the detection of a wide range 
of gases in concentrations between 1 and 1,000 ppm, including VOCs, carbon monoxide,
ethanol, methane, nitrogen dioxide, toluene, and hydrogen sulfide. Detailed descriptions of 
both sensor specifications are provided in Table 1:

Fig. 1: ENS 160 Gas Sensor, Sciosense B.V., Eindhoven, Netherlands [33]

Fig. 2: TED110 sensor, Wise control inc., Seoul, Republic of Korea [34].
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Table 1: Selected Sensor Specifications 

Sensor Specifications ENS 160 TED 110 
Structure Metal Oxide (MOX) MOX type Micro-Electro-

Mechanical System (MEMS) 
Measure Gases AQI (100-500), TVOC (0 – 

65,000 PPB), (400 – 65,000 
PPM) 

TVOC (VOCs, CO, EtOH, 
CH4, NO2, Toluene, H2S et) 
(1-1000 PPM) 

Humidity and temperature Yes Yes 
Response time 1s 10s 
Warm-up < 3 min < 50 seconds 
Communication Interface I2C and SPI I2C 
Positive supply 1.8V(VDD) & 3.6V(VDDIO) 3.3 V 
Lifetime 10 years 5 years 
Package dimension 3.0 × 3.0 × 0.9 mm3 3 × 3 × 1 mm3 
Cost $6.06  
 $12.50  
Manufacturers Sciosense B.V., Eindhoven, 

Netherlands 
Wise control inc., Seoul, 
Republic of Korea. 

2.2. Microcontroller Selection 

Microcontrollers are used to analyze and process the measured data, in decision-making, 
and in sending the proper action signals to the output ports. The Kinetics KL27 
Microcontroller, illustrated in Fig. 3, was chosen for this experiment, which uses an 
MKL27Z128VLH4 processor (NXP Semiconductors, Eindhoven, Netherlands). The project 
selected this Microcontroller [18], which was tested before with two gas sensors (BME 688 
and SGP 30). It is optimized for cost-sensitive and battery-powered applications requiring low-
power USB connectivity. The specification of the MCU is shown in Table 2. 

Table 2:  Specification of the Microcontroller 

 

2.3. Experimental Setup 

This project is the extension of an existing developed system called CELISCA at the 
University of Rostock, Germany [20], which consists of two sensors in the sensing layers, such 
as BME688 (Robert Bosch GmbH, Stuttgart, Germany) and SGP40 (Sensirion AG, Stäfa, 
Switzerland), as shown in Figure 5(a). The sensor layer was tested with the processing layer 

 Specifications Values 

Core Type Arm Cortex-M0+ 

Operating Frequency (MHz) 48 

Number of bits 32bit 

Temperature range (°C) -40° to 105 °C 

Flash (kB) 128 

SRAM (kB) 32 

Serial Communication 2 × I²C,2 × SPI,3 × UART 

Supply Voltage (V) 1.71 V to 3.6 V 

Power supply and data Transfer  USB-C  
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NXP MKL27Z128LH4 MCU (NXP Semiconductors N.V., Eindhoven, Netherlands) board. 
Since gas sensors are heat sensitive, these sensor layers were designed in two fingers to keep a 
particular air gap. The heat generated by the sensors may interfere with the degradation of their 
function. The main objective of the current project was the extension of a novel sensor layer 
and the design of a relevant system. For the extension, two novel gas sensors, ENS160 
(Sciosense B.V., Eindhoven, Netherlands), TED110 (Wise Control Inc, Seoul, Korea), and the 
processing layer MKL27Z128LH4 MCU board (NXP Semiconductors, Eindhoven, 
Netherlands) were added. Developing the design idea from the previous project, the first 
selected sensor, ENS160, was placed in the middle of the previous two sensors, shown in Fig.
5 (b). Finally, by adding the TED110, the overall sensor board then has four fingers - TED110, 
BME688, ENS160, and SGP40 as seen in Fig. 5(c). All selected sensors and necessary 
electronics were designed on a printed circuit board (PCB) by Autodesk Eagle software 
(Autodesk, San Rafael, California, USA). After manufacturing the PCB, sensors and relevant 
electronics were mounted on the board.

Fig. 3: MKL27Z128VLH4 MCU board

This project consists of two main layers, as shown in Fig. 4. The first layer is the sensing 
layer, which detects various gas parameters. The second layer is the processing layer (MCU) 
with the power supply, which receives the measured data from the sensing layer and processes 
it. The MCU acts as a master, communicating with the sensors (working as slaves) using the 
I2C communication protocol. The MCU sends a register address to initiate the sensor's I2C 
clock, baud rate, and data length; after receiving the initiate acknowledgment command from 
the sensor, the MCU requests the sensor data. Then the MCU writes register addresses on the 
sensors for individual parameters, reads them as gas data, and converts all the data into
appropriate units. The MCU's programming was performed using MCUxpresso IDE (NXP 
Semiconductors N.V., Eindhoven, Netherlands) and debugged using J-Link EDU (SEGGER 
Microcontroller GmbH, Monheim am Rhein, Germany). The detection results were displayed 
in Tera Term (open-source software under the BSD License) serial monitor connected via 
USB-C and saved in a CSV file.

Fig. 4: Overall project structure

USB Power 
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H4
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Processing layerSensing layer
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183



IIUM Engineering Journal, Vol. 25, No. 1, 2024 Sarif et al.
https://doi.org/10.31436/iiumej.v25i1.2727

Fig. 5: (a) Sensor board with BME688 and SGP40; (b) BME688 and SGP40 and ENS 
160; (c) TED110, BME688, ENS160 and SGP40 

2.4. Experimental Procedure

To evaluate the sensor characteristics, 12 different low volatile organic compounds were 
selected, which are commonly used in the laboratory [7], [12], [35]. Among the 12 VOCs, 
benzene, toluene, and formic acid are exceptionally toxic and carcinogenic, posing significant 
risks of long-term health effects, including leukemia and cancer, even at low exposure levels 
[36]. Additionally, acetone, acetonitrile, dichloromethane, diethyl ether, ethanol, heptane, 
hexane, and iso-propanol are harmful to human health as they can cause respiratory irritation, 
dizziness, and in severe cases, damage to organs such as the liver and nervous system when 
exposed to elevated concentrations [2], [37]. So, detecting all these gases is crucial for ensuring 
safety in the laboratory and assisting in developing better gas detection technologies. Table 3 
displays the selected 12 gases with their molecular formulas and the boiling point [7]. The 
entire experiment was done in a classical chemical hood (Waldner Holding GmbH and Co. 
KG, Wangen im Allgäu, Germany); Fig. 6 illustrates a hood design for a laboratory for 
chemical and analytical purposes. Eppendorf pipettes were used to inject the testing samples 
within a Petri dish (Eppendorf AG, Hamburg, Germany). In addition, the sensor node was 
mounted on a movable stand with a manually adjustable height. The experiment was performed 
for 5 minutes, during which data was taken for 300 s. The amount of the gas samples were 5μL, 
10μL, and 50μL; all experiments were done from 40 cm and 100 cm sensor node distance from 
the testing vapors. For the ENS160, the target parameter is the air quality index AQI (100 to 
500), total volatile organic compounds concentration TVOC (0 – 65,000 ppb), and CO2 (400 –
65,000 ppm). The target parameter for the TED 110 gas sensor is the Gas Density (0 – 1,000 
ppm). Every second of data was stored in a CSV file for further graphical visualization. Table 
4 displays the various levels of gases for ENS160.

Table 3: Selected 12 gases with the molecular formula and the boiling point [7]

(a) (b) (c)
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Table 4: ENS160 concern for different gas concentrations [33] 

 

To avoid any influence from air ventilation, the ventilation system of the hood was shut 
off during system testing. The chemical hood is shown in Fig. 6. 

 

Fig. 6: Experiment in a traditional chemical hood 

3. RESULTS AND DISCUSSION 
The goal of the tests in all scenarios and positions was to determine the smallest quantity 

of VOC detected by the two utilized sensors from the testing distance (e.g., the length between 
the VOC leakage source and the sensors). The sensor responses were analyzed by presenting 
all the experimented data in a graph. The result can be defined for ENS 160 from Table 4 as 
low response (all parameters are in excellent level), moderate response (all parameters are good 
& moderate level), and excellent response (all parameters are poor & unhealthy level). 
Additionally, TED110 has low performance in this experiment, so in this research, just its 
response was tested. 

The ENS 160 gas sensor demonstrates high effectiveness and performance for acetone 
(C3H6O) detection, showing excellent response to sample amounts >5μL and all desired 
parameters, including AQI, TVOC, and CO2 . Its reliable performance at lower sample 
concentrations showcases its sensitivity and ability to detect acetone accurately. On the other 
hand, the TED110 sensor's low response to acetone, except at >50μL and 100 cm distance, 
indicates a low gas detectable limit, assuming a reason of cross-sensitivity or environmental 
interference. The principle of the MOX gas sensor is that its surface is adsorbed by oxygen, 
changing the sensor's response quickly [38], so that the ENS160 gas sensor strongly reacts to 
oxygen containing compounds, but TED 110 needs intensive investigation to improve 
performance and expanding detection limit. Both sensor responses for acetone are presented in 
Fig. 7. 
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Acetonitrile (C2H3N) has an excellent response with ENS160's required parameters with a 
volume >5μL, illustrated in Figure 8, showing a good sensitivity and detection level. The AQI, 
TVOC, and CO2 exhibit an excellent response for >10μL. TED110 gas sensor (gas density) has 
no response for any amounts of acetonitrile 40 cm and 100 cm. ENS 160 has good performance 
without oxygen-containing compounds, but TED110 failed in this context; further 
improvement is necessary. 

Detecting low benzene concentrations (C6H6) is essential because inhaling it for a long 
time can cause cancer. ENS160 has an excellent response with the benzene samples 
concentration of >10μL for all required parameters, such as AQI, TVOC, and CO2, presented 
in Fig. 9. Although it has no oxygen compounds, ENS 160 is responding, but the TED110 gas 
sensor has no response for benzene. ENS160's ability to detect benzene at concentrations 
>10μL demonstrate that it has a low detection limit (has no oxygen compounds); further 
calibration is necessary to enhance its gas detectable limit and broaden its application range for 
benzene detection. 

Dichloromethane (CH2Cl2) increases the risk for several specific cancers, including brain, 
liver, and biliary tract cancer. Unfortunately, as seen in Fig. 10, ENS 160 has a low response 
to this vapor, and the TED110 gas sensor has no response for all the required parameters. The 
low response of both sensors creates concern about the sensor's traceability, testing methods, 
sensitivity, and selectivity, probably following the MOX sensor principle. In short, to improve 
accuracy and eliminate external factor contamination, a more extensive experimental procedure 
must be developed or choosing gas sensors with appropriate sensitivity and selectivity. 

ENS160 has an excellent response to diethyl ether (C4H10O) from the sample amount of 
>5 μL for all the necessary parameters, indicating its significant effectiveness and detection 
capability, illustrated in Fig. 11. The AQI, TVOC, and CO2 showed excellent responses for the 
sensor node distances, such as 40 cm and 100 cm. ENS 160 has an excellent response; although 
no oxygen compound, the TED110 gas sensor (Gas Density) declines to respond to diethyl 
ether.  

Ethanol (C2H6O) has an excellent response of >5μL for all the desired parameters in 
ENS160. Similarly, the TED110 gas sensor (gas density) has a reaction for ethanol in all gas 
sample concentrations. Fig. 12 exhibits both sensor responses for ethanol. Overall, based on 
the MOX gas sensor principle, both sensors possess appropriate gas detectable limits and 
sensitivity, which makes them suitable for ethanol detection. 

Formic Acid (CH2O2) has a low response in the ENS 160 gas sensor for all the expected 
parameters (AQI, TVOC, and CO2). On the other hand, the TED110 gas sensor (gas density) 
has a response to formic acid, showing the highest reaction for sample size at >5μL at 40 cm. 
Similarly, for the 100 cm distance, the TED110 gas sensor (Gas Density) has a response from 
>10μL gas samples. Both sensors' response to formic acid are shown in Fig. 13. Based on 
oxygen compounds, ENS160 should have had a reaction but failed; TED110 has a response 
but low detection level, so both sensors require more calibration and intensive investigation to 
improve sensitivity, effectiveness, and performance to the formic acid.  

As shown in Fig. 14, heptane (C7H16) has a low response for all the desired parameters at 
the ENS160 gas sensor. Similarly, the TED110 gas sensor (Gas Density) has no response. As 
no oxygen compounds, both sensors declined to respond. As a result, testing methods for the 
current sensors or the adoption of a heptane-specific sensor, need to improve. 
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Fig. 7: Acetone (C3H6O) response for ENS160 (a, b, c) and TED110 (d) at 40 cm (1) and 
100 cm (2)
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Fig. 8: Acetonitrile (C2H3N) response for ENS160 (a, b, c) at 40 cm (1) and 100 cm (2).
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Fig. 9: Benzene (C6H6) response for ENS160 at 40 cm (1) and 100 cm (2)
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Fig. 10: Dichloromethane (CH2Cl2) response for ENS160 (a, b, c) at 40 cm (1) and 
100 cm (2)

0

50

100

150

200

250

300

350

0 100 200 300

A
Q

I

Time(sec)

5μL 10μL 50μL

0

50

100

150

200

250

300

350

0 100 200 300

A
Q

I

Time(sec)

5μL 10μL 50μL

0
50

100
150
200
250
300
350
400

0 100 200 300

TV
O

C
(P

PB
)

Time(sec)

5μL 10μL 50μL

0
50

100
150
200
250
300
350
400

0 100 200 300

TV
O

C
(P

PB
)

Time(sec)

5μL 10μL 50μL

0
100
200
300
400
500
600
700
800
900

0 100 200 300

C
O

2 
(P

PM
)

Time(sec)

5μL 10μL 50μL

0
100
200
300
400
500
600
700
800
900

0 100 200 300

C
O

2 
(P

PM
)

Time(sec)

5μL 10μL 50μL

190



IIUM Engineering Journal, Vol. 25, No. 1, 2024 Sarif et al.
https://doi.org/10.31436/iiumej.v25i1.2727

    

Fig. 11: Diethyl Ether (C4H10O) response for ENS160 (a, b, c) at 40 cm (a) and 100 cm (b), 
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Fig. 12: Ethanol (C2H6O) response for ENS160 (a, b, c) and TED110 (d) at 40 cm (1) and 
100 cm (2)
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Fig. 13: Formic Acid (CH2O2) response for ENS160 (a, b, c) and TED110 (d) at 40 cm (1) 
and 100 cm (2)
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Fig. 14:  Heptane (C7H16) response for ENS160 (a, b, c) at 40 cm (1) and 100 cm (2)

ENS160 hexane (C6H14) has an excellent response from >50μL for 40 cm for all the 
required parameters. The AQI, TVOC, and CO2 responded well with >50μL at 40 cm with a 
low response at 100 cm. In contrast to the MOX sensor principle, ENS160 can detect hexane 
but shows low sensitivity, effectiveness, and detection level. Fig. 15 depicts the hexane
responses for ENS160. The TED110 gas sensor (gas density) hexane has not responded in any 
amount.
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Fig. 15: Hexane (C6H14) response for ENS160 (a, b, c) at 40 cm (1) & 100 cm (2).

For all the required parameters, isopropanol (C3H8O) shows an excellent response with 
the ENS 160 gas sensor from the sample amounts at >5μL. The TED110 gas sensor (gas 
density) at a 40 cm distance has an excellent response with isopropanol from >10μL. Based on 
the MOX gas sensor concepts, the ENS160 and TED110 gas sensors effectively detect
isopropanol under varying sample amounts and distances. Further investigations specifically 
for TED110 are essential to optimize sensor performance and understand the extent of their 
accuracy and reliability in real-world environments. Fig. 16 displays the isopropanol sensor 
responses for both sensors.
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Fig. 16:  Isopropanol (C3H8O) for ENS160 (a, b, c) and TED110 (Gas density) (d) at 40 cm 
(1) and 100 cm (2)
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Fig. 17: Methanol (CH3OH) response for ENS160 (a, b, c) and TED110 (d) at 40 cm (1) & 
100 cm (2)
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Fig. 18: Toluene (C7H8) response for ENS160 (a, b, c) at 40 cm (1) & 100 cm (2)
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Fig. 19: ENS160 maximum Response time (s) at 40 cm (a) and 100 cm (b), TED110 
maximum Gas Density Response Time(s) at 40 cm (c) and 100 cm (d).
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Fig. 20: ENS160 maximum Recovery time (s) at 40 cm (a) and 100 cm (b); TED110 
maximum Gas Density Recovery Time(s) at 40 cm (c) and 100 cm (d).
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compounds make them valuable for gas detection applications. Fig. 17 depicts both sensor 
responses for methanol. 

Toluene (C7H8) exhibits an excellent response with a sample amount of 10μL for all 
necessary parameters for ENS160, as illustrated in Fig. 18. With a quantity of >10μL, the AQI 
shows an excellent response at 40 cm sensor node distances. The reaction rate of TVOC and 
CO2 increases the high volumes of gases. Above all, ENS160 has a low detection level for 
toluene due to no oxygen compounds, which need further investigation to improve the 
accuracy. The TED110 gas sensor (Gas density) does not react to amounts of toluene at 40 cm 
and 100 cm. 

The response time (s) is the time it takes for the sensor output signal to reach 90% of its 
highest measured value from its initial settled condition; some strong gas with more sensitivity 
has quick response time, e.g., ethanol, methanol. Both sensors require a long response time (s) 
for isopropanol to reach its maximum point compared to other samples' response times (s); 
ethanol shows a rapid response (it requires less time to get its maximum response point). This 
indicates ENS160 has high sensitivity and efficiency in detecting most vapors; has a quick 
response for most of the strong gases. Improving response times can enhance gas sensors' 
effectiveness and accuracy to provide real-time and accurate measurements in environments. 
Fig. 19 presents both sensor's response times (s) for the different distances and specific amounts 
of the samples. 

Correspondingly, the recovery time (s) is when the sensor response signal returns to its 
initial condition from its maximum measured value. Compared to other experimental gas 
samples' recovery time (s), the ENS160 gas sensing of ethanol needs longer to recover to its 
initial state. In contrast, methanol causes the longest recovery for the TED110 sensor. Gas 
sensors can exhibit varying response and recovery times based on the sensitivity to the gases. 
Some gases have rapid responses and longer recovery times based on their characteristics. By 
improving recovery times, gas sensors can become more responsive and reliable, making them 
better suited for safety monitoring in laboratory infrastructure. Fig. 20 displays both sensor's 
recovery times (s) for the different distances and specific amounts of the samples.

The data overview for all tested materials that was acquired from the two sensors and their 
response graphical presentation is listed below- 

 
 ENS 160 successfully detects the AQI, TVOCs, and CO2 60 test out of 72 Tests. 

 ENS 160 AQI, TVOCs, and CO2 detection rate is around 83%. 

 TED110 successfully detects the Gas Density 24 test out of 72 Tests. 

 TED110 overall detection rate is 33%. 

The concentration of the exposed analytes directly relates to the change in sensor resistance. 
On the surface of MOX, oxygen is adsorbed at high temperatures. The charge carrier 
concentration changes due to the adsorbed oxygen capturing electrons from the conduction 
band, which impacts the resistance of the MOX sensing Sensor layer. So, the ENS160 gas 
sensor strongly reacts to oxygen containing compounds such as acetone (C3H6O), diethyl ether 
(C4H10O), isopropanol (C3H8O), methanol (CH3OH), and ethanol (C2H6O): Only formic acid 
(CH2O2) has no response. Its response is excellent in specific amounts and sensor node 
distances; it maintains a good sensitivity, selectivity, and detection limit. The ENS 160 reaction 
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for the other compounds depends on the specific amounts of gas samples and sensor node 
distances. The reaction changes as the sample concentration or sensor node distances vary; a 
higher sample rate and a lower sensor node distance achieve a good response. The TED110 
responds with the strongest gases, such as isopropanol (C3H8O), methanol (CH3OH), ethanol 
(C2H6O), and formic acid (CH2O2), where all the gases contain oxygen. According to the 
datasheet [34], the TED110 can detect methene and toluene. However, these gases don't contain 
oxygen. However, in this experiment, the sensor failed to detect these gases. The reason for 
this lack of detection was likely sensor contamination during the electronics assembly or 
incorrect sensor purchase, e.g., some aging effect. 

Table 5: Comparison of BME88, SGP 40, SGP 30, ENS 160, TED 110 

Samples BME88 SGP 40 SGP 30 ENS 160 TED 110 
Acetone — Good response 

≥ 10μL 
 

Good response 
≥ 10μL 
 

Strong 
response ≥ 
5μL 

No response 

Diethyl ether — Good response 
≥ 50μL 
 

Weak response 
< 100μL 

Strong 
response ≥ 
5μL 

No response 

Isopropanol — Good response 
≥ 10μL 
 

Weak response 
< 100μL 

Strong 
response ≥ 
5μL 

Strong 
response ≥ 
5μL 

Methanol — Good response 
≥ 2μL 
 

Good response 
≥ 100μL 
 

Strong 
response≥ 5μL 
 

Strong 
response ≥ 
5μL 

Toluene — Good response 
≥ 100μL 
 

Good response 
≥ 100μL 
 

Strong 
response ≥ 
50μL 

No response 

Ethanol Strong 
response≥ 10μL 
 

Good response 
≥ 2μL 
 

Good response 
≥ 5μL 
 

Strong 
response ≥ 
5μL 

Strong 
response ≥ 
5μL 

Hexane Weak response Weak response 
< 100μL 
 

Weak response 
< 100μL 
 

Strong 
response ≥ 
10μL 

No response 

Acetonitrile Weak response Weak response 
< 100μL 

Good response 
≥ 10μL 

Good response 
≥ 5μL 

No response 

Benzene - Good response 
≥ 100μL 
 

Good response 
≥ 100μL 
 

Good response 
> 5μL 
 

No response 

Dichloromethane Weak response Good response 
≥ 100μL 
 

Good response 
≥ 100μL 
 

Weak 
response < 
50μL 

No response 

Formic Acid Strong 
response≥ 10μL 

Good response 
≥ 2μL 

Good response 
≥ 2μL 

Weak 
response < 
50μL 

Strong 
response ≥ 
5μL 

Heptane - Good response 
≥ 5μL 
 

Weak response 
< 100μL 
 

Weak 
response < 
50μL 
 

No response 

In [20], Neubert et al. used the BME 688 and SPG30 gas sensors in their project. Those 
sensors were tested with various TVOCs (ethanol, formic acid, acetonitrile, dichloromethane, 
and hexane). The studies employed two distinct heights, 25 and 40 cm, and four different 
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quantities of each component. Dichloromethane, acetonitrile, and hexane were chosen in 
quantities of 1, 5, 10, and 20mL, respectively, while ethanol and formic acid were selected in 
quantities of 10, 100, 500, and 1000μL. Both sensors produced excellent results with ethanol 
and formic acid but had insufficient responses to acetonitrile, dichloromethane, and hexane.  

Furthermore, in [7], Al-Okby et al. tested SPG40 and SPG30 with 12 samples of VOC. 
This experiment tested VOC in two locations, one directly 1 m below the sensor. The sensor 
node was moved one meter horizontally from the bottom for the second position. The volume 
was raised according to the sensor's reaction. The quantities used were 2μL, 5μL, 10μL, 50μL, 
and 100μL. The test volume was not increased once the lowest detectable volume for a 
particular position and distance was determined to avoid sensory overload. The evolution of 
the sensor based on TVOC (ppm) and AQI is the SPG30 that has an inadequate response for 
diethyl ether, isopropanol, hexane, and heptane. All other VOCs have a good reaction with the 
SPG30 gas sensor. Besides, the SPG 40 has a weak hexane and acetonitrile response among 
the 12 VOC samples. This project used the ENS 160 sensor, showing a weak response signal 
in dichloromethane and formic acid. All other gas samples with this sensor have good 
responses. Finally, the TED110 had an excellent reaction for isopropanol, ethanol, methanol, 
and formic acid. Almost all other eight gas samples did not respond. The gas sensor comparison 
table from the previous project and the current experiment are shown in Table 5. 

The comparison results with other sensors (BME688, SGP 40, and SGP 30) show that the 
ENS 160 has an excellent response, making it suitable for laboratory gas detection. On the 
other hand, the TED110 shows inadequate response compared to all other gas sensors, possibly 
due to contamination or incorrect sensor selection. Without additional testing and 
improvement, this sensor may not be appropriate for the project's extension. Since this 
experiment was conducted in a real laboratory, measures were taken to avoid destructive 
factors such as traditional chemical hood air drafts, air conditioning, opening doors, and human 
presence, which can impact measurements due to cosmetics and human body exudation. Above 
all, for further accuracy improvement and avoiding external factors, different calibration 
methods can be utilized, for instance, reference measurements, and dynamic calibration, to 
adapt to changing conditions and minimize the impact of external factors like air drafts and 
human presence. Additionally, implementing signal processing techniques, such as noise 
filtering and pattern recognition algorithms, can improve the system's performance by 
accurately isolating gas-specific signals from background noise. Regular maintenance and 
sensor calibration is crucial to maintaining optimal performance and sensitivity. Lastly, 
incorporating machine learning algorithms and sensor fusion techniques can enhance the 
system's effectiveness and gas detectable limit by intelligently analyzing and combining data 
from multiple sensors to improve accuracy and reliability. 

4. CONCLUSION  
This project aims to implement a mobile gas sensing system to detect hazardous and toxic 

gases/chemical vapors. We investigated the performance of two novel gas sensors, ENS160 
and TED110, using multiple parameters (AQI, TVOC, CO2, and Gas Density). In the future, 
the plan is to extend this project into gas detection with alarming systems; for that reason, it 
also helps to find efficient parameters among all parameters (AQI, TVOC, CO2, and Gas 
Density). Overall, from the data visualization and the data analysis, both sensors have shown 
that they are generally suitable for detecting VOC leakages in laboratories. The ENS 160 sensor 
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has a low sensing rate for dichloromethane and formic acid. All other experimented samples 
responded very well; it has a detection rate of 60 out of 72 samples; in the three parameters, 
such as AQI, TVOCs, and CO2, it has an 83% response rate. In contrast, the TED110 has an 
excellent reaction for isopropanol, ethanol, methanol, and formic acid (the other eight 
experimental samples have no response), responded to 24 out of 72 tests, and the detection rate 
was 33%. Therefore, both sensors must do more tests with higher sample amounts. This system 
can be adapted to a flexible IoT platform; the required modules, such as IoT wireless 
communication modules and portable power supplies, can be connected and used 
independently by connecting to a computer. The drawback of this developed system is that the 
sensor node is comparably bigger than the divided processing units, resulting in the system 
consuming more energy. In terms of measured parameters and functional qualities, this mobile 
gas sensing system can be adapted to various application scenarios, for example, moving 
objects such as robots and trolleys. The TED110 gas sensor requires more investigation to 
improve its accuracy, sensor data calibration, and more accurate data conversion. Furthermore, 
machine learning applications can distinguish different VOCs to precisely identify the natural 
hazard and sensor calibration, as well as real-time data analysis and visualization. This mobile 
sensing can be used in laboratory robots or moveable equipment so that in the future, the indoor 
localization sensor can be implemented to record the position of detection of the robots or 
movable objects, for example, roller carriages with laboratory equipment, which need to be 
monitored for gases and location. 
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ABSTRACT: Near infrared spectroscopy (NIRS) is a widely used analytical technique for 
non-destructive analysis of various materials including food fraud detection. However, the 
accurate calibration of NIRS data can be challenging due to the complexity of the underlying 
relationships between the spectral data and the target variables of interest. Ensemble learning, 
which combines multiple models to make predictions, has been shown to improve the 
accuracy and robustness of predictive models in various domains. This paper proposes 
stacking ensemble machine learning (SEML) for calibration of NIRS data with two levels of 
learning involved. Eight (8) spectroscopy datasets from public repository and previously 
published works by the authors are used as the case study. The model well generalized the 
data in the respective regression tasks with of at least  0.8 in the test samples and in the
respective classification tasks with classification accuracy (CA) of at least 0.8 also. In 
addition, the proposed SEML can improve, or at least reach par with, the accuracy of 
individual base learners in both train and test samples for all cases of regression and 
classification datasets. It shows superior performance in test samples for both regression and 
classification datasets with respectively ranging from 0.86 to nearly 1 and CA ranging
from 0.89 to 1.

ABSTRAK: Spektroskopi inframerah dekat (NIRS) adalah teknik analitikal yang banyak 
digunakan bagi analisa pelbagai bahan tanpa merosakkan bahan termasuk ketika mengesan 
penipuan makanan. Walau bagaimanapun, kalibrasi yang tepat bagi data NIRS adalah sangat
mencabar kerana hubungan antara data spektral dan pemboleh ubah sasaran yang ingin dikaji 
bersifat kompleks. Gabungan pembelajaran (Ensemble learning), iaitu gabungan pelbagai 
model bagi membuat prediksi, telah terbukti dapat meningkatkan ketepatan dan kecekapan 
model prediksi dalam pelbagai bentuk. Kajian ini mencadangkan Turutan Gabungan 
Pembelajaran Mesin (Stacking Ensemble Machine Learning ) (SEML), bagi teknik penentu 
ukuran data NIRS melibatkan dua tahap pembelajaran. Lapan (8) set data spektroskopi dari 
repositori awam dan kajian terdahulu oleh pengarang telah digunakan sebagai kes kajian.
Model ini menggeneralisasi data dalam tugas regresi masing-masing sebanyak 0.8 bagi
sampel ujian dan pengelasan tugas masing-masing dengan ketepatan klasifikasi (CA) 
sekurang-kurangnya 0.8. Tambahan, SEML yang dicadangkan ini dapat membantu, atau 
sekurang-kurangnya setanding dengan ketepatan individu dalam pembelajaran berkumpulan 
dalam kedua-dua sampel latihan dan ujian bagi semua kes set data regresi dan klasifikasi. Ia 
menunjukkan prestasi terbaik dalam sampel ujian bagi kedua-dua kumpulan set data regresi 
dan klasifikasi dengan masing-masing antara 0.86 hingga hampir 1 dan antara julat 0.89
hingga 1 bagi CA.
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1. INTRODUCTION
Near infrared spectroscopy (NIRS) is a sort of high-energy vibrational spectroscopy that

operates in the wavelength range of 750 to 2500 (13333 to 4000 ).  By probing a
sample with electromagnetic radiation in that wavelength range, NIRS obtains spectral 
information that can aid in the development of appropriate qualitative and/or quantitative 
analytical procedures. NIRS has gained wide acceptance of industrial applications and research 
as a secondary non-destructive material fingerprinting. The applications can include medical-
pharmaceutical fields [1-3], food/agricultural analysis [4-7], forensic [8], etc. NIRS is 
described as the hallmark for one of the most rapidly advancing analytical techniques over the 
last few decades [9].

The calibration of NIR spectra into meaningful quantitative or qualitative information is 
normally performed using advanced statistical learning, or chemometrics, analysis.
Chemometrics methods are used for analyzing molecular spectroscopy data such as near 
infrared (NIR), Fourier transform infrared (FTIR), ultraviolet–visible (UV-vis), induced 
breakdown spectroscopy (LIBS), Raman spectroscopy and nuclear magnetic resonance (NMR) 
spectroscopy [10]. This problem is essentially multivariable data analysis or calibration to 
reveal meaningful chemical information from the samples being scanned by the respective 
spectrometers.

Due to advancement of computational methods, recently machine learning (ML) and deep 
learning are also used in NIRS chemometrics analysis. Generally, their applications enhance 
the calibration accuracy performed using common conventional statistical learning such as 
partial least square (PLS) regression and linear discriminant analysis (LDA). For example, the 
study in [11] has used deep and ensemble learning for milk adulteration detection using Fourier 
transformed infrared spectroscopy (FTIR). The proposed neural network architecture can 
outperform the composition recognition made by commonly used methods.  In another study
[4], support vector machine (SVM) was used to perform regression on NIR spectra data of 
mango fruits brix level (sugar content). The SVM performance outperforms PLS algorithm. 
SVM was also used for food powder classification based on handheld NIR spectrometer data 
and the results were excellent [12]. Another study [13] also using SVM as a classifier  to 
estimate the sample quality of Andrographis paniculate obtained from different sources. The 
NIR reflectance spectroscopy instrument was used here.

Furthermore, Chen et al. [14] proposed the Least Squares Support Vector Machine 
(LSSVM) algorithm to establish NIR calibration models for the quantitative determination of 
chemical oxygen demand, which is a critical indicator of water pollution level. Michel et al. 
[15] used k-nearest neighbors (KNN) in addition to SVM, combined with principal component
analysis (PCA) for identifying type of both consumer plastics and marine plastic debris based
on different spectroscopy data namely Fourier transform infrared spectroscopy (ATR−FTIR),
NIR reflectance spectroscopy, laser-induced breakdown spectroscopy (LIBS), and X-ray
fluorescence (XRF) spectroscopy. Success rates indicate that ATR−FTIR, NIR reflectance
spectroscopy, and LIBS coupled with ML classifiers can be used to identify both consumer and
environmental plastic samples. Perez et al. [16] showed good results for the classification of
chicken meat parts, where the portable NIR spectrophotometer together with chemometrics and
ML algorithms allowed to discriminate the different parts of chicken by LDA, random forest
(RF), and SVM. Wang et al. [17] investigated three conventional ML methods, namely
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ordinary least square estimation (OLSE), RF, and extreme learning machine (ELM), while for 
the deep learning methods, three different structures of convolutional neural network (CNN) 
incorporated Inception module were constructed and investigated. The study conducted 
chemometrics calibration for total soil nitrogen using Visible-near-infrared spectrum (Vis-
NIR) spectroscopy. The results indicate that the baseline-corrected and smoothed ELM model 
reached practical precision (coefficient of determination, =0.89) and the best result of CNN
was obtained with =0.93.

ML is basically a data-driven modelling that can be applied for multivariable calibration 
like in NIR spectroscopy, i.e. chemometrics calibration.  As it has been discussed, there are 
various ML algorithms applied for multivariable calibration methods. Ensemble ML emerges 
as an effort for improving prediction accuracy of individual ML models by combining multiple 
ML models into a final prediction output. RF is one of the best ensemble ML that performs 
well in many applications [18]. RF is basically a multiple model of decision tree. Another 
approach of ensemble ML is called stacking ensemble. In the stacking ensemble ML, some 
base ML algorithms will be used as first level (base) learners and logistic regression (LR) will 
be used as the second level learner to aggregate the outputs of first level learners and come up 
with the final prediction output [19].

However, the applications ensemble ML for NIR spectroscopy calibration still needs to be 
further explored. Particularly, to our knowledge, stacking ensemble ML applied for multiple 
NIRS datasets is not found in the literature. Most of research works applied the method for an 
indicidual NIRS data such in [20]. Our main contribution in this research is the implementation 
of stacking ensemble machine learning (SEML) for chemometrics calibration where multiple
NIR spectroscopy datasets will be used as the case study involving classification (qualitative)
and regression (quantitative). This is proposed to improve the accuracy of the calibration model 
using conventional calibration methods. The performance of the proposed stacking ensemble 
ML will be compared to the base ML algorithm and conventional statistical learning in 
chemometrics. 

2. SPECTROSCOPY DATASETS
There are two types of NIR spectroscopy multivariable calibrations from the perspective

of supervised ML, namely classification (class label/qualitative prediction) and regression 
(quantitative prediction). Here, four datasets are used from each type thus making a total of 8 
NIR spectroscopy datasets. For the regressions problem, the four datasets are adulteration of 
honey (AH) [18], active substance in a pharmaceutical tablet (AST) [21], dry matter content 
within mango fruit (DMM) [22] and moisture content of grain protein (MGP) [23]. The four 
datasets used for the classification task are adulteration of rice dataset (RA) [6], coffee type 
(CF) dataset [24], strawberry fruit (SB) [25] and starch powder classification (SP) [12]. The 
summary of the datasets and their attributes are shown in Table 1 (Regression and 
Classification).

2.1 Regression Datasets 

The following are the details of the four regression datasets. The first regression dataset is 
the AH dataset, which deals with the regression of the level of adulteration of Kelulut honey 
(Malaysia) with syrup. The adulteration levels are given from 0%, 10%, etc., up to 100%. The 
level of 0% adulteration means pure honey sample and vice versa. NIR spectra data were 
collected using a micro NIR handheld instrument with a wavelength range of 900-1700 nm.
The data are described in more detail in the study in [18]. Note that the original wavelength 
points are from 900 nm to 1700 nm, but the data is cut at the longer wavelengths due to the 
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presence of noise, resulting in data at wavelengths of 900 nm to 1650 nm. In this study [18],
the calibration was performed in classification mode where k-nearest neighbour (KNN) and 
random forest were used, achieving accuracy of 90%. In this paper, we will extend this study 
and convert the problem into regression mode which has not been done before.

The second regression dataset deals with the chemometrics quantitation of the active 
substance in a pharmaceutical tablet (% per tablet), i.e. AST dataset. Four different dosage 
values of this pharmaceutical drug (5, 10, 15, and 20 mg per tablet) were used. In total, 31 
batches were used, and from each batch 10 tablets were individually weighed and analyzed:
making up 310 NIR spectra data. The data are described in more detail in the study in [21].
NIR transmittance and Raman spectroscopy chemometric calibrations of the active substance 
content of a pharmaceutical tablet were developed using partial least-squares regression (PLS) 
and no machine learning calibration were involved. The results gave relative prediction errors 
(RMSECV/ynom) of 2.6–3.7%. The latest study that employs this dataset was in 2021 [26]
where KNN, SVM, RF and deep learning were used. However, the AST data was used in
classification mode and not regression.  We will use the AST dataset for the regression 
problem.

The third regression dataset deals with the dry matter content (%) regression of mango 
fruit. Let us call it the DMM dataset. Originally, the data for intact mango fruit was collected 
with short wave near infrared spectra using an interactance geometry, with total data set 
collected across three seasons (n = 10243) and that of a fourth season (n = 1,448) consisting of 
306 wavelength points [22]. The dataset was reduced after pre-processing to have a number of 
samples (n=11362) with 103 wavelength points (features) as published in [27]. In the paper 
[22], PLS regression and ANN were used as regression models and they achieve similar 
performance with Root Mean Square Error of Prediction (RMSEP) of around 1%. 

The fourth regression dataset deals with regression of the moisture (wt%) of grain protein 
from NIR instrument with 231 samples created by Tormod Naes and Tomas Isaakson, as 
described on the website [23]. We call it the MGP dataset. The NIR spectrum have 117 
wavelength points, ranging from 1104 to 2495 nm. The latest publication that used this dataset 
was found in [28]. The reported calibration result was obtained with This still can
be improved and there was no involvement of ML algorithms during calibration. 

Table 1: Summary of the eight (8) spectroscopy datasets used in this study

Calibration 
types 

Dataset Target variable Wavelength 
range

Number of 
samples

Instrument

R
eg

re
ss

io
n

(q
ua

nt
ita

tiv
e)

AH Adulteration level %) –
kelulut honey

900-1700 nm 1846 Micro handheld NIR

AST Active substance (% per 
tablet) – tablet

7400-
10500
(~950 nm to 

1350 nm)

309 NIR FT-Raman

DMM Dry matter content (% 
weight) – mango fruit

684-990 nm 11362 F750 handheld NIR 

MGP Moisture (% weight) –
grain protein 

1100-2500 nm 231 NIR reflectance

C
la

ss
ifi

ca
tio

n
(q

ua
lit

at
iv

e)

RA Authentic and 
adulterated rice  

900-1700 nm 123 Micro handheld NIR

CF Two categories of coffee 810-1910 nm 56 FTIR spectroscopy
SB Strawberry and non-

strawberry 
900-1800 nm 983 FTIR spectroscopy

SP Five categories of flour 900-1700 nm 75 Micro handheld NIR
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2.2 Classification Datasets 

Next, the four classification datasets are explained as follows. The first classification 
dataset is rice adulteration (RA dataset) where a total of 123 NIR spectra data were collected 
from 31 unadulterated rice samples and ten adulterated rice samples in 3 different illumination 
conditions. Rice samples were bought from Tesco Hypermarket and NSK Trade City, Kuala 
Lumpur, Malaysia. The rice samples were all milled rice in which the rice husk was removed. 
The total of 31 rice samples included 14 brands of local white rice, 10 brands of Thailand 
fragrance rice, 3 brands of Thailand white rice, and four other types of rice. Rice replica was 
bought from Titoonic Enterprise (Malaysia) and chosen as the adulterant [6]. For the 
chemometric calibration, Principal Component Analysis (PCA) and Logistic Regression (LR)
were used simulatanoeusly to perform qualitative analysis whether the rice sample was
adulterated on unadulterated, achieving 97.2% accuracy. This accuracy was only acieved with 
inclusion of PCA as feature reduction. We will extend the study using different machine 
learning algorithms and no PCA will be used to simplify the process. 

The second classification dataset is the CF dataset which is to discriminate the samples
according to two coffee species, robusta and arabica. A total of 56 spectra samples were
acquired using DRIFT (diffuse reflection infrared Fourier transform) and ATR (attenuated total 
reflection) sampling techniques in FTIR spectroscopy. The dataset is publicly accessible from 
the website [24]. The most recent publication using this dataset was in [29] where deep learning 
convolutional neural networks (CNN) was used in the calibration resulting in 100% accuracy.
From the computation persfective, deep learning is more complex than ML. 

The third classification dataset is the SB dataset which deals with strawberry adulteration 
discrimination [24]. A total of 983 FTIR spectra data were collected representing two sample 
types, i.e., strawberry and non-strawberry puree. The adulterated strawberry puree samples 
were obtained by mixing with certain adulterants as discussed in the study. Recent publication 
using this dataset was found in [30]. The results of classification accuracy using FM (frequency 
modulation) synthesis as the sound synthesiser and PCA as the dimensionality reduction 
method yields a mean classification accuracy of 88.57%. The result can be improved, and a
more advanced ML algorithm can be used, as will be done in this paper. 

The fourth classification dataset is the SP dataset, which is used to differentiate between 
various types of starch powder, including organic wheat flour, non-organic wheat flour, rice 
flour, tapioca starch, and corn starch [12]. The NIR spectra data was collected using micro NIR 
spectroscopic instrument with wavelength range from 900-1700 nm. A total of 75 NIR spectra 
samples were collected for five different food powder types, i.e., 15 samples for each type. 
Here, SVM was used as ML algorithm for chemometric calibration producing 100% test 
accuracy. However, as SVM involve extensive kernel tuning, we will apply different ML 
algoritms to study the feasibility. 

3. MACHINE LEARNING FOR CHEMOMETRICS CALIBRATION
The qualitative or quantitative information from infrared spectra data is only obtained after

the calibration process using chemometrics and this process naturally involves multivariate 
statistical analysis. Machine learning (ML) as a subset of AI (artificial intelligence), in addition 
to conventional multivariate statistical tools, seems to get more popularity for chemometrics 
calibration in spectroscopy nowadays due to its well-known capability to perform complex 
classification and regression tasks based on the data provided, i.e. data-driven method [33].
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Regardless of their suitability of application for regression or classification, some famous 
ML algorithms are artificial neural networks (ANN), support vector machine (SVM), k-Nearest 
Neighbor (KNN), Naïve Bayes (NB), Gradient Boosting (GB), Random Forest (RF), etc.  In 
this study, we focus on applying the ANN, SVM, GB and RF algorithms in the ensemble ML 
scheme. Among the considerations for choosing these ML algorithms are ease of interpretation 
and visualization, requiring less effort on data pre-processing, i.e., not requiring scaling and 
normalization, and not largely influenced by outliers or missing values.

Further improvement of standard ML model is called ensemble ML. The idea of ensemble 
ML is basically creating multiple ML models and aggregating the final prediction using a 
certain method to improve the accuracy of each individual base model performance. There are 
fundamentally three methods of ensemble namely bagging (bootstrap aggregating), boosting,
and stacking. 

Bagging typically involves using a single machine learning algorithm, almost always an 
unpruned decision tree (DT), and training each model on a different sample of the same training 
dataset. The predictions made by the ensemble members are then combined using simple 
statistics, such as voting or averaging  [32]. A popular example of bagging ensemble method 
is random forest (RF) which is basically the bagging ensemble of DT. 

Boosting on the other hand, refers to a family of algorithms that can convert weak learners 
to strong learners. Intuitively, a weak learner is just slightly better than random guess, while a 
strong learner is very close to perfect performance [19]. It involves the use of very simple 
decision trees that only make a single or a few decisions, referred to as ‘weak learners’. The 
predictions of the weak learners are combined using simple voting or averaging, although the 
contributions are weighed proportional to their performance or capability. The objective of 
Gradient Boosting (GB) is to develop a so-called ‘strong learner’ from many ‘weak learners’. 
Adaptive Boosting (Adaboost) and eXtreme Gradient Boosting (XGB)  are among the popular 
methods in boosting ensemble [34].  The general boosting procedure is described in Fig. 1 [19].

Input: Data set 
Base learning algorithm 
Number of learning rounds 

Process: 
1. % Initialize distribution
2. for 
3. % Train a weak learning learner from distribution 
4. % Evaluate the error of 
5.
6. end
Output: 

Fig. 1: General procedure of boosting algorithm.

4. STACKING ENSEMBLE PROCEDURE
Stacking ensemble ML (SEML) is proposed for spectroscopy data calibration in this paper.

In stacking ensemble, two levels of learning are used where 1st level (base) learners can be 
different ML algorithms and a 2nd level learner is used to combine the predictions (normally a 
logistic regression for classification). In this study, the proposed stacking ensemble ML 
algorithm uses four ML algorithms as base learners (1st level learners) namely Gradient 
Boosting (GB), Random Forest (RF), Support Vector Machine (SVM) and Artificial Neural 
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Network (ANN). The 2nd level learner uses Logistic Regression (LogReg) for the case of 
classification and uses Linear Regression (LinReg) for the case of regression to aggregate the 
final output. 

Thus, suppose that and   are the final prediction output for regression and 
classification respectively, they can be expressed as:

(1)

(2)

Accordingly, the diagram of the proposed stacking ensemble, ML, is shown in Fig. 2.
Here,  the algorithm takes the process as illustrated in Fig. 3. The  stacking ensemble learns a 
high-level classifier/regressor on top of the base learner. It can be regarded as a meta learning 
approach in which the base learners are called first-level learners and a second-level models
have learnt to combine the first-level learners.

Fig. 2: Diagram of the stacking ensemble ML for regression and classification. 

Input: Data set 
Process: 
1. Step 1: Learn first level learners
2. for 
3. Learn a base classifier/regressor based on 
4. end
5. Step 2: Construct new data sets from 
6. for 
7. Construct a new dataset that contains where 
8. end
8. Step 3: Learn a second level classifier/regressor
9. Learn a new classifier/regressor based on the newly constructed dataset
Output: An ensemble model 

Fig. 3: General procedure of stacking ensemble.

Based on Fig. 3, the general procedure of stacking ensemble has the following three major 
steps:
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• Step 1: Learn first-level learners (GB, RF, SVM, ANN) based on the original training data
set.

• Step 2: Construct a new data set based on the output of base learners. Here, the output
predicted labels/values of the first-level learners are regarded as new features, and the
original labels/values are kept as the labels/values in the new data set.

• Step 3: Learn a second-level learner based on the newly constructed data set.  LinReg and
or LogReg are applied as second-level learners for regression and classification tasks
respectively.

5. CALIBRATION MODEL DEVELOPMENT AND EVALUATION
As the general procedure in ML model development, the ML is trained using a training

dataset. Once the training is completed, the model is tested using the test dataset to evaluate 
the prediction accuracy.  Here, 70% - 30% ratio is used to assign the size of the training and 
testing datasets, respectively. In the random assignment into the classification datasets, 
stratified sampling is applied to make sure a balanced class is achieved in the training and 
testing datasets.  Spectra data preprocessing is also applied according to the common sense of 
spectra data processing experience. Simple preprocessing, such as edge cutting, Gaussian 
smoothing, and Savitsky-Golay (SG) derivative filter, is executed in this study to show that the 
proposed ML model is robust to preprocessing methods. 

Table 2 shows the spectra pre-processing used and the ML hyperparameters setup of the 
individual base learners and the stacking ensemble ML. The implementation of the ML training 
and evaluation is performed in the Python programming environment. For the spectra 
preprocessing, edge cutting is necessary as the micro handheld NIR spectrometer (used in AH, 
BG, BM, SP, RA datasets) produced noise on both edges of the 900-1700 nm wavelength
window.  Here, edge cutting means to cut and keep the wavelengths at 950-1650 nm for these 
four datasets. For all datasets, gaussian smoothing is applied to reduce signal noise. For all 
classification datasets, SG derivative order 1 is applied to remove effects of shifting baselines 
and sloping or curving due to scattering [35]. For the regression datasets, SG derivative order 
2 is applied on the AH dataset whilst SG derivative order 1 is applied to the AST, DMM, and 
MGP datasets.

Once the ML model is successfully calibrated with 70% of the samples, the performance 
evaluation is carried out by testing with the remaining 30% of the samples in the respective 
dataset. The evaluation aims to assess the model accuracy in the sense of regression or 
classification problems. For regression, the ML model is evaluated using the coefficient of 
determination ( ) and mean absolute error (MAE) expressed as:

(3)

(4)

In Eqns. (3)-(4), indicates the predicted output at sample , represents the observed 
value, and   is the mean of the observed values. 

For classification, the evaluation is performed by looking at the classification accuracy 
(CA) and area under curve (AUC) values of the receiver operating characteristic curves. CA is 
defined as ratio of correctly predicted class label to the total number of the samples, i.e.:
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(5)

Table 2: The spectra preprocessing and the ML hyperparameters setup.

Data-
set

Type Spectra Pre-
processing

ML Hyperparameters Setting
XGB RF SVM ANN SEML

AH

R
eg

re
ss

io
n

Edge cutting, 
gaussian 

smoothing & 
SG derivative 

order 2

Number of 
estimators = 

500

Learning rate 
= 0.25

Number of 
estimators = 

800

Max depth = 
85

C = 1000

Gamma = 
0.01

Alpha = 0.01

Learning rate 
= 0.0001

Linear 
regression 

with 
elastic net 
regulari-

zation
L1:L2=0.5

:0.5

AST Gaussian 
smoothing & 
SG derivative 

order 1

Number of 
estimators = 

300

Learning rate 
= 0.25

Number of 
estimators = 

800

Max depth = 
85

C = 1

Gamma = 1

Alpha = 0.01

Learning rate 
= 0.0001

DMM Gaussian 
smoothing & 
SG derivative 

order 1

Number of 
estimators = 

500

Learning rate 
= 0.25

Number of 
estimators = 

800

Max depth = 
85

C = 1000

Gamma = 
0.01

Alpha = 0.01

Learning rate 
= 0.01

MGP Gaussian 
smoothing & 
SG derivative 

order 1

Number of 
estimators = 

300

Learning rate 
= 0.25

Number of 
estimators = 

500

Max depth = 
60

C = 1000

Gamma = 
0.01

Alpha = 0.01

Learning rate 
= 0.0001

RA

C
la

ss
ifi

ca
tio

n

Edge cutting, 
gaussian 

smoothing & 
SG derivative 

order 1

Trees: 50

Depth: 10

C: 10 Lr: 0.1

Trees: 50

Lr: 0.0001

Neurons: 50

Logistic 
regression 

with 
Ridge 
(L2) 

regulariza-
tion

CF Gaussian 
smoothing & 
SG derivative 

order 1

Trees: 50

Depth: 10

C: 10 Lr: 0.01

Trees: 50

Lr: 0.0001

Neurons: 50

SB Gaussian 
smoothing & 
SG derivative 

order 1

Trees: 50

Depth: 10

C: 10 Lr: 0.1

Trees: 200

Lr: 0.01

Neurons: 200

SP Edge cutting, 
gaussian 

smoothing & 
SG derivative 

order 1

Trees: 50

Depth: 30

C: 100 Lr: 0.01

Trees: 100

Lr: 0.0001

Neurons: 50
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This CA metric can be obtained directly from the confusion matrix of classification 
datasets. Furthermore, the metrics in Eqns. (3) – (5) will be computed for the training 
(calibration) and testing data samples in each dataset. In addition, AUC can be generally 
defined as the measure of the ability of a classifier to distinguish between classes. The AUC=1 
is for a perfect classifier while AUC=0.5 is for the worst classifier, as it only gives a random 
guess. 

6. RESULTS AND ANALYSIS
This section discusses the results and analysis on the ML model performance to predict

outputs for calibration and test samples in each dataset. The performance of the proposed 
SEML is compared to the individual ML model for each dataset. 

Table 3 shows the performance metrics of the calibration model for the regression datasets 
as discussed in the previous section. Generally, all the ML algorithms used for calibration on 
the five regression datasets perform excellently in the training samples. Bold marks in the table 
indicate the highest performance in terms of value on each dataset. If two ML models
proclude the same value, then both will be marked with bold.  

Table 3: Evaluation results of the calibration model (regression datasets) 

Dataset ML model Calibration Test
MAE MAE

AH GB 1 0.134 0.877 8.919
RF 0.999 0.596 0.820 11.007

SVM 0.945 5.359 0.936 6.117
ANN 0.939 5.954 0.933 6.397

SEML 0.938 5.944 0.940 6.076
AST GB 1 0 0.955 0.211

RF 0.999 0.018 0.963 0.200
SVM 0.951 0.206 0.961 0.207
ANN 0.941 0.234 0.950 0.243

SEML 0.959 0.184 0.963 0.199
DMM GB 0.959 0.382 0.841 0.752

RF 0.999 0.046 0.855 0.657
SVM 0.863 0.678 0.864 0.687
ANN 0.669 1.110 0.662 1.145

SEML 0.889 0.608 0.896 0.601
MGP GB 1 0.002 0.994 0.263

RF 1 0 0.995 0.245
SVM 0.999 0.102 0.998 0.139
ANN 0.999 0.118 0.998 0.162

SEML 0.999 0.115 0.998 0.141

They also well generalize the data in the respective regression tasks where of at least
0.662 is achieved in the test samples. The fact that only simple spectra pre-processing steps are 
applied as shown in Table 2 can be appreciated. For instance, most of the datasets only required 
gaussian smoothing and SG derivative order 1. In addition, the proposed SEML can improve, 
or at least perform on par with, the accuracy of individual base ML especially in the test 
samples.

Figure 6 shows the regression graph of observed values vs predicted values performed by 
SEML for test samples. This graph is displayed based on the results shown in Table 3. The 
model performs best for the DMM dataset and worst for the AH dataset as compared relative 
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to other datasets. Since the DMM dataset has a bigger size (11362 samples) as compared to the
MGP dataset (231 samples), the ML models should be able to learn sufficiently from the DMM 
data. However, the spectra pre-processing plays an important role contributing to the accuracy. 
This can be improved by implementing different pre-processing techniques, but this aspect is 
not the main focus of this paper and will not be explored further. Instead, a simple and relatively 
uniform preprocessing technique has been applied for all datasets. 

Fig. 6: Observed vs predicted values by SEML in test samples for regression datasets. 

Table 4 shows the performance metrics of the calibration model for the classification 
datasets, as discussed in the previous section. Bold marks in the table indicate the highest 
performance in terms of CA value on each dataset. If two or more ML models procude the 
same value, then they will be marked with bold.  

Generally, all the ML algorithms used for calibration on the selected four classification 
datasets perform excellently in the training samples that most of the predictions result in CA=1. 
They also well generalize the data in the respective classification tasks where CA of at least 
approximately 0.8 is achieved with most of the resulting CA being approximately 0.95 up to 1. 
The proposed SEML can achieve CA=1 for both training and testing samples in two datasets 
used, for example, CF and SP. In the classification datasets, the pre-processing only uses 
gaussian smoothing and an SG derivative of order 1. Edge cutting is only used for the spectra 
data collected by micro NIR spectrometer due to noises at around edges around 900-950 nm
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and 1650 nm – 1700 nm. In addition, the proposed SEML can slightly improve, or at least in 
par with, the accuracy of individual base ML in both training and testing samples. All four 
general models such as RF, SVM, GB and ANN can be considered as very competitive methods
for some specific dataset to SEML. For example, SEML in RA dataset have similar CA with 
ANN and RF, while CF dataset SEML’s CA have a similar result with ANN and SVM, etc.

Table 4: Evaluation results of the calibration model (classification datasets) 

Dataset ML model Calibration Test
CA AUC CA AUC

RA GB 1 1 0.946 0.925
RF 1 1 0.973 0.966

SVM 0.872 0.997 0.865 0.991
ANN 1 1 0.973 1

SEML 1 1 0.973 0.978
CF GB 1 1 0.941 0.993

RF 1 1 0.941 1
SVM 1 1 1 1
ANN 1 1 1 1

SEML 1 1 1 1
SB GB 1 1 0.976 0.993

RF 1 1 0.966 0.993
SVM 0.932 0.973 0.946 0.975
ANN 0.968 0.993 0.969 0.993

SEML 0.999 1 0.980 0.994
SP GB 1 1 0.870 0.935

RF 1 1 0.826 0.903
SVM 1 1 1 1
ANN 1 1 0.957 0.969

SEML 1 1 1 1

Figure 7 shows the confusion matrices of the SEML for classification test samples. There 
is an interesting point here that the RA dataset is an imbalanced classification case. Despite the 
imbalanced data, all the ML models are still able to generalize the data very well especially for 
GB, RF, ANN and SEML. Furthermore, they also perform well for the CF and SP datasets
despite their small number of samples. 

7. DISCUSSION
Based on calibration results for both regression and classification tasks, in most cases, the 

Stacked Ensemble Machine Learning (SEML) approach performs better or at least comparably 
to the base learners. The observation is more evident in the regression case. It is important to 
focus on the robustness of SEML's generalization capability. The effectiveness of stacked 
ensemble models stems from the fact that different base learners tend to make different types 
of errors. Some base learners excel in capturing specific patterns or relationships in the data, 
while others perform better on different subsets or under varying circumstances. By combining 
the predictions of multiple base learners, the ensemble model achieves improved generalization 
and robustness. For instance, in regression case, in the AST and MGP datasets, Gradient 
Boosting (GB) performs exceptionally well on the training data but exhibits the worst
performance on the test data compared to SEML, indicating a tendency of GB to overfit the 
data.
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Fig. 7: Confusion matrix of SEML prediction in test samples for classification datasets. 

In the classification scenario, the superiority of SEML becomes less evident, especially 
when considering the CF and SP datasets. This can be attributed to the fact that the base learner, 
Support Vector Machine (SVM), exhibits exceptional performance, accomplishing the task 
perfectly. Since SVM, and also ANN in the CF dataset, are already proficient in capturing the 
intricacies of these particular datasets, the additional benefits of utilizing SEML might be 
limited or negligible. Nonetheless, it is important to note that the potential advantages of SEML 
can still manifest in other datasets or when faced with more complex classification challenges 
where the base learner alone might not suffice.

8. DISCUSSION
Based on calibration results for both regression and classification tasks, in most cases, the

Stacked Ensemble Machine Learning (SEML) approach performs better or at least comparably 
to the base learners. The observation is more evident in the regression case. It is important to 
focus on the robustness of SEML's generalization capability. The effectiveness of stacked 
ensemble models stems from the fact that different base learners tend to make different types 
of errors. Some base learners excel in capturing specific patterns or relationships in the data, 
while others perform better on different subsets or under varying circumstances. By combining 
the predictions of multiple base learners, the ensemble model achieves improved generalization 
and robustness. For instance, in regression case, in the AST and MGP datasets, Gradient 
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Boosting (GB) performs exceptionally well on the training data but exhibits the worst
performance on the test data compared to SEML, indicating a tendency of GB to overfit the 
data.

In the classification scenario, the superiority of SEML becomes less evident, especially 
when considering the CF and SP datasets. This can be attributed to the fact that the base learner, 
Support Vector Machine (SVM), exhibits exceptional performance, accomplishing the task 
perfectly. Since SVM, and also ANN in the CF dataset, are already proficient in capturing the 
intricacies of these particular datasets, the additional benefits of utilizing SEML might be 
limited or negligible. Nonetheless, it is important to note that the potential advantages of SEML 
can still manifest in other datasets or when faced with more complex classification challenges 
where the base learner alone might not suffice.

We will now present the average performance of each algorithm along with the 
corresponding metrics for both regression and classification tasks. The results can be found in 
Table 5. Bold marks in the table represent the highest performance in terms of the respective 
metrics. It is evident that SEML calibration yields better generalization capalility, i.e. always 
produces higher metrics on test data. In addition, it is worth to note that the closest performance 
with SEML are provided by GB and RF. This makes sense as GB and RF are a type of ensemble 
learning via boosting and bagging mechanism respectively, as discussed earlier. 

Table 5: Average performance of each algorithm over regression datasets

ML model Calibration Test
MAE MAE

GB 0.99 0.13 0.92 2.54
RF 1.00 0.17 0.91 3.03

SVM 0.94 1.59 0.94 1.79
ANN 0.89 1.85 0.89 1.99

SEML 0.95 1.71 0.95 1.75

Table 6: Average performance of each algorithm over classification datasets

ML model Calibration Test
CA AUC CA AUC

GB 1.00 1.00 0.93 0.96
RF 1.00 1.00 0.93 0.97

SVM 0.95 0.99 0.95 0.99
ANN 0.99 1.00 0.97 0.99

SEML 1.00 1.00 0.99 0.99

9. CONCLUSION REMARKS
The results of chemometrics calibration for NIR spectroscopy data using stacked

ensemble machine learning (SEML) have been presented. The prediction performance of the 
machine learning-based calibration model was evaluated and verified using eight (8) 
spectroscopy datasets representing both regression and classification cases. Despite employing 
a simple procedure for spectra data pre-processing, the machine learning methods, particularly 
GB, RF, SVM, and ANN as base learners, accurately predict both training and testing samples. 
Importantly, the proposed SEML, by combining the output of base learners, generally improves 
the accuracy of these individual base learners and provides better overall generalization, as 
confirmed through evaluation with test data.

The future direction of this research is to explore the potential applications of the proposed 
SEML to other datasets. The aim is to develop a robust calibration method that includes the 
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exploration of deep learning models, which could simplify the pre-processing of spectra. Deep 
learning holds potential for breakthroughs in this area due to its automatic feature extraction 
process, which is lacking in traditional machine learning approaches.
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ABSTRACT:  This research proposes a compact 4x4 MIMO coplanar waveguide 
antenna for 5G NR and Wi-Fi 6 applications. The antenna has a size of 34x32x1.6 
mm and operates in the 4.2-7 GHz band. By cutting slots on the ground and radiator, 
the mutual coupling is reduced to less than -15 dB between adjacent and opposite 
elements and less than -25 dB between diagonal elements. The antenna achieves good 
measured gains (3-6 dBi) and efficiency (60%-80%). The proposed antenna is suitable 
for high-performance wireless communication systems that require a small and low-
cost MIMO antenna.  

ABSTRAK:  Kajian ini mencadangkan antena pandu gelombang yang kompak 4x4 
MIMO koplanar bagi aplikasi 5G NR dan Wi-Fi6. Antena ini mempunyai saiz 
34x32x1.6 mm dan beroperasi dalam kelompok gelombang 4.2-7 GHz. Dengan 
memotong slot pada tanah dan radiator, mutual coupling dikurangkan sebanyak -15 
dB antara adjasen dan elemen bertentangan dan kurang daripada -25 dB antara elemen 
diagonal. Antena ini mencapai ukuran terbaik pada gain (3-6 dBi) dan kecekapan 
(60%-80%). Antena yang dicadangkan ini sesuai bagi sistem komunikasi tanpa wayar 
berprestasi tinggi yang memerlukan antena kecil dan murah seperti antena MIMO. 

KEYWORDS: slot; CPW; MIMO; Wi-Fi6; 5G 

1. INTRODUCTION
As new uses for the Internet of Things (IoT), smart cities, driverless vehicles, etc. have

emerged, there has been a rise in the demand for fast wireless connections. Wi-Fi 6 
(IEEE802.11ax) and 5G (nr77/nr78/nr79) are two examples of newly created standards that 
aim to address this need by delivering faster data speeds, lower latency, and more reliability. 
The requirements for wide bandwidth, high efficiency, high gain, and low mutual coupling that 
these standards impose provide new obstacles for antenna design. Furthermore, these standards 
operate at various frequency bands, making it challenging to create a universal antenna. 
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The literature reports a number of works on MIMO antenna design for 5G and Wi-Fi 6. 
However, most of these works suffer from some sort of restriction or flaw that prevents them 
from functioning at peak efficiency. Here, we evaluate several of these publications and discuss 
their merits and shortcomings. 

In [1], one of the early works on MIMO antenna design for Wi-Fi 6 and 5G 
communications, a four-element CPW-fed MIMO antenna with a large impedance spectrum 
from 3 GHz to 11 GHz was proposed. To accomplish polarization diversity and great isolation, 
the design made use of four jug-shaped radiating devices with orthogonal polarization. The 
design's low gain, however, was consistent across the entire operating frequency range at -2 
dB or less. The MIMO antenna studied in [2] was quite large and missed many critical 
frequencies, but its planar spiral line structure increased the diversity coefficient between dual 
radiating elements. In addition, [3] demonstrated a broad-bandwidth four-element CPW-fed 
MIMO antenna operating between 3 and 9 GHz, making it suitable for use in Wi-Fi 6 and 5G 
communications. To better isolate the two antenna parts, a rectangular slit was incorporated 
into the design, and a T-shaped stub was placed on the ground. The patch was designed with a 
U-shaped slot that produced a band notch at 5.5 GHz. Across the usable spectrum, this design's
gain was just 0.5–2 dB, though.

For Wi-Fi 6 and 5G communications, an alternative MIMO antenna design was published 
in [3,4] which suggested a four-element MIMO antenna operating in three frequency bands: 
0.5-1 GHz, 2.8-3.5 GHz, and 4.3-7.3 GHz. To achieve UWB performance, a rectangular patch 
was employed in conjunction with two inverted L-shaped slots and a rectangular slot. Band 
notches were also incorporated into the design by using two C-shaped slots at Wi-Fi and 
WLAN frequencies. However, this layout suffered from low efficiency at lower band and low 
gain at lower band in addition to its enormous 90x90x0.5 mm3 size. 

In addition to the aforementioned works, others [5-9, 13-16] have reported on MIMO 
antenna design for Wi-Fi 6 and 5G communications. However, there are also downsides to 
these works that need to be considered. These include the works' bulkiness, bandwidth 
restriction, isolation coefficient, efficiency, gain, and missing frequencies. Table 2 provides a 
comparison of these previous works to the new design proposal. 

Based on the reviewed literature, it is clear that a MIMO antenna design is needed that can 
operate over the frequency ranges needed for Wi-Fi 6 and 5G communications while still 
providing satisfactory results in terms of bandwidth, mutual coupling, efficiency, gain, and 
size. In this study, we present such a scheme and show how it improves upon prior proposals. 

Using multiple-input multiple-output (MIMO) antennas, which improve wireless 
communication performance by spatial diversity and multiplexing, is one approach to this 
issue. MIMO antennas feature numerous radiating elements that may both send and receive 
data at the same time. However, creating MIMO antennas for Wi-Fi 6 and 5G communications 
is no easy task due to the need to strike a balance between multiple different aspects of their 
performance. For example: increasing the number of radiating elements can boost diversity 
gain and channel capacity, but it can also increase mutual coupling and lower efficiency. The 
antenna's bandwidth and gain can be compromised when its size is decreased to make it more 
portable. 

Since Wi-Fi 6 and 5G communications both necessitate use of different frequency bands, 
this paper's primary objective is to offer a novel MIMO antenna design that can cover those 
spectrums while still providing respectable performance in terms of bandwidth, mutual 
coupling, efficiency, gain, and size. In order to increase isolation at high frequencies, the 
suggested design makes use of a coplanar waveguide (CPW) approach that employs four 
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radiating components with orthogonal polarization and a floating parasitic element. The 
proposed design additionally employs a notch in the patch based on a split ring resonator (SRR) 
to block Wi-Fi and WLAN frequencies. 

2. ANTENNA DESIGN AND ANALYSIS
2.1  Single Element Design 

A CPW antenna was shown in Fig. 1a, where the ground and radiator were located on the 
same substrate face. On the ground plate, an elliptical slot E1 is cut with a major radius of mm 
and a minor radius of mm to form the antenna. The radiator fits into the elliptical slot E and 
has the following dimensions: W x L. The feeding strip line F with width (FW) and length (Fl) 
feeds the radiator. The feeding strip line F then becomes (f) with width (fw) and length (Fl) 
(fl). On the radiators S1 and S2, dual slots have been carved in order to produce greater resonant 
frequencies. Antenna dimensions Lg x Wg were etched with tan = 0.027, r = 4.3, and thickness 
= 1.6 mm on the FR-4 substrate. Table 2 shows all the planned antenna's dimensions as a single 
piece. 

Fig. 1: Proposed antenna as a single element. (a) Single element, (b) Progress of antenna design. 

It is clear that four procedures were necessary to create the recommended antenna as a 
single unit, as depicted in Fig. 1b. While the advancement of the impedance across the four 
design phases is shown in Fig. 2. The proposed antenna's working range at the first stage is 
shown by the dotted curve in Fig. 2 as being between 5 and 6.1 GHz. The width of the feeding 
line was altered at the second step to configure step impedance feeding the radiator, which 
resulted in the creation of more resonant frequencies that combined to produce a wide operating 
window of 4-5, 5 GHz, as shown in Fig. 2 (the dashed curve).  

More resonant frequencies are produced when the radiator is divided by slot S1 r at the 
third stage of antenna construction. Thus, the dashed-dotted curve in Fig. 2 shows a large 
operating band of 4.1–6.1 GHz. As illustrated in the solid curve in Fig. 2, slot S2 added more 
frequencies to the antenna's impedance bandwidth, resulting in a wide band of 4.1–7 GHz that 
can handle a variety of wireless communications, including 5G (n78/n79) and Wi-Fi 6. 
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Fig. 2: The progress of the impedance of the antenna. 

Fig. 3: The reflection coefficient with different gap. 

The impact of altering the size of the gap g between the ground and the feeding line F on the 
antenna's impedance is depicted in Fig. 3. The antenna missed a crucial band for Wi-Fi 6 and 
5G when g=0.75 mm when twin operational bands were observed (3.5-4.3 GHz and 5.4-6.2 
GHz). The values of S11 were indicated by the dotted curve in Fig. 3. It is obvious that the 
antenna missed the most crucial region of 5-6 GHz when g=0.25 mm. Thus, as seen by the 
solid curve in Fig. 4, the gap's ideal size is 0.5 mm. The dimensions of the intended antenna as 
a whole are shown in Table 1. 

Table 1: All dimensions of Spanner shaped antenna 

Element mm Element mm Element mm 
5.25 0.5 16 

3 0.5 15 
0.75 2.8  6 

1 2.5  6.5 

2.2  MIMO Antenna Design 

Figure 4 shows the structure of a MIMO antenna with four elements, the four elements 
etched on the FR-4 substrate with = 34 mm , =32 mm and thickness of 1.6 mm. Despite 
the suggested 4x4 MIMO antenna's small size, the mutual coupling values between all radiating 
elements were so low that they indicated a significant degree of variety, as seen in Fig. 5. 
Antennas 1 and 2 and antennas 3 and 4 had mutual coupling values that ranged from -35 dB to 
-15 dB (see the dotted curve). According to the dashed curve in Fig. 5, the mutual coupling
values between the adjacent antennas (antennas 1-3 and antennas 2-4) were less than -20 dB.
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The mutual coupling between the crossed antennas (antennas 1-4 and antennas 2-3) was shown 
as a dashed-dotted curve, and it was discovered to be less than -30 dB during the operating 
range of 4.1 to 7 GHz. 

Fig. 4: 4x4 MIMO proposed antenna. 

Fig. 5: Simulated mutual coupling between the radiating antennas. 

3.3  Diversity Performance 

The ECC can be calculated by either using three-dimensional (3D) radiation pattern values 
as in Eq. (1) or by using scattering parameter values as in Eq. (3) [8]. 

(1) 

(2) 

= (3) 

XPR means the cross-polarization ratio,   represent the incident power
spectrum  and  represent
the vertical (ϴ) and horizontal (Ф) polarized radiation patterns of the antennas i and j, 
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respectively. the vertical (ϴ) and horizontal (Ф) polarized radiation patterns of the antennas i 
and j, respectively.  

The envelope correlation coefficient (ECC)  values between the opposite antennas 
(antennas 1- 2 and antennas 3 - 4) within the operating band of 4.1-7 GHz are less than 0.025 
except in the working band of 4.1-7 GHz. The envelope correlation coefficient (ECC) values 
between the opposing antennas (antennas 1-2 and antennas 3-4) are less than 0.025, with the 
exception of the range of 4.1–4.2GHz, which reached 0.05 as indicated in the dotted curve in 
Fig. 6. Every ECC value between the adjacent antennas (antennas 1-3 and antennas 2-4) is less 
than 0.025 (the dashed black curve). The red dashed-dotted curve in Fig. 6 depicts ECC values 
that are less than 0.01 for all operational bands for crossed antennas (antennas 1-4 and antennas 
2-3).  As a result, by positioning the radiating components so that they matched the mutual
coupling values shown in Fig. 5, the diversity between all radiating elements of the proposed
MIMO antenna is increased.

Fig. 6: Simulated ECC between opposite, neighboring, and crossed antennas. 

Fig. 7: The surface current distribution at resonant frequency 5.5 GHz for all elements. 

2.4  Surface Current Distribution 

For the surface current distribution at 5.5 GHz, the resonant frequency, is shown in Fig. 7. 
The current distribution is clearly seen to be largely dispersed along the feeding lines F, f, and 
the along the right side of the square radiator when antenna -1 is excited, as shown in Fig. 7a. 
For the resonant frequency of 5.5 GHz, the length of the surface current route is 22 mm, or 
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almost half of a wavelength, which accounts for the low reflection coefficient S11 (-28 dB) 
result. Also, when antenna 1 is turned on, antenna 2 and 3 next to it show very little current 
distribution and little mutual coupling between the radiating elements, respectively. This 
suggests that the surface current is low. When antennas 2, 3, and 4 were activated, the same 
effect was observed (Fig. 7b, 7c and 7d). The analysis of the surface current distribution 
improved both the ECC values in Fig. 6 and the low mutual coupling value in Fig. 5. 

3. MEASUREMENTS AND RESULTS
According to the prototype images in Fig. 8, the MIMO antenna's overall dimensions are

34 x 30 x1.6 mm. Figure 9 shows values for the simulated (solid curves) and measured (dashed-
dotted curve) reflection coefficients of the MIMO antenna used in this study. The measured 
and simulated S-Parameters showed good agreement.  

Fig. 8:  Prototype photographs. (a) the single element, (b) the MIMO antenna. 

For various wireless communications, including 5G (n77/n78/n790, Wi-Fi 6, and 
(Industrial, Scientific, and medical ISM), this operating band is advantageous. The measured 
impedance of the antenna (the black dashed-dotted curve) became 4.2-7 GHz. Within the 
working band, the mutual coupling values between the opposing antennas (antennas 1-2 and 
antennas 3-4) ranged from -15 dB to -25 dB (the red dashed-dotted curve). The mutual coupling 
values between the adjacent antennas (antennas 1-3 and antennas 2-4) ranged between -15 dB 
and -35 dB, according to the blue dashed-dotted curve in Fig. 9, while the mutual coupling 
values between the crossed antennas (antenna 1-4 and antennas 2-3) oscillated between -25 dB 
and -60 dB. 

Fig. 9: The measured and simulated values of S-parameters. 

By contrasting the SIR with and without the diversity scheme, the diversity gain can be 
determined. The diversity gain is defined as G = 10 log 10 (SIR d /SIR 0) (dB), where SIR d is 
the SIR with diversity and SIR 0 is the SIR without it [20], 
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or 

G (power factor) = SIR (d/0) (4) 

Using numerous antennas at both ends of a MIMO communication link allows for a 
diversity strategy to be implemented. The channel matrix H, which represents the coefficients 
associated with each path between a send antenna and a receive antenna, is critical to the SIR 
with diversity. Without diversity, the SIR is a function of both the transmit antenna count (N t) 
and the receive antenna count (N r). 

Using the channel matrix H's eigenvalues is one technique to get an approximation of the 
SIR while using diversity. Each spatial subchannel's effective gains in a MIMO system are 
represented by an eigenvalue. SNR is the signal-to-noise ratio, min(N t, N r) is the number of 
spatial subchannels, and min is the minimal eigenvalue of H, hence SIR d is a good 
approximation for the SIR with diversity. 

Without diversity, you can use the average power of the channel matrix H to make an 
approximation of the SIR. The sum of all pathways' gains in a MIMO system is reflected in the 
average power. SIR 0 SNR ||H|| F 2 /N t where ||H|| F 2 is the Frobenius norm of H, equal to 
the sum of squares of all elements of H, and N t is the number of samples [20]. 

The formula for MIMO diversity gain can be derived using these approximations as follows: 

The formula for generating G is as follows: G = 10 log 10 (SIR d /SIR 0) = 10 log 10 (SNR 
min(N t, N r) min /SNR 10 log 10 (min(N t, N r) min N t /||H|| F 2) = 10 log 10 (min(N t, N r)) 
+ 10 log 10 ( min) + 10 log 10 (N t) - 10 log 10 (||H|| F 2)

Power gain from spatial multiplexing is represented by the first term, and it grows as the 
number of spatial subchannels does. The second term, which represents the power boost from 
geographical variety, grows larger as the minimum eigenvalue of H decreases. As more 
transmit antennas are used, more power is lost, as represented by the third term, which is the 
result of transmit power split. The average power of H is shown in the fourth term, which 
indicates power loss due to channel fading. 

We may use some statistical aspects of H to simplify this calculation if we assume that H 
contains independent and identically distributed (i.i.d.) entries with zero mean and unit 
variance. As an illustration, let's say that: 

We can write E[||H|| F 2] = N t N r and E[ min] = (1 - ) /N r, where is Euler's constant. 

Based on these assumptions, the typical MIMO diversity gain can be calculated as follows: 

The formula for E[G] is as follows: -20 log 10 (e) + -20 log 10 ((1 - ) /e + -20 log 10 
(min(N t, N r) /N r) = -8.69 + 3.64 + 20 log 10 The ratio between the minimum and maximum 
values of N t and N r is 10. 

The average MIMO diversity gain is calculated using this formula and is shown to depend 
exclusively on the ratio of min(N t, N r). Assuming that N t = N r = N leads to the following: 

E[G] ≈ -5.05 dB          (5) 

The average diversity gain from using MIMO is less than 1, indicating that this type of 
system does not always improve diversity. This conclusion, however, relies on an average 
channel matrix H that may not accurately portray the channel state. The actual MIMO diversity 
gain could change depending on how H is realized and the signal-to-noise ratio (SNR) [20]. 

Figure 10 displays the proposed MIMO antenna's measured gain (the black circle dots) 
and efficiency (the blue square points). Gain for the proposed MIMO antenna varies between 
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3dBi at 4 GHz and 6.dBi at 8 GHz. While the efficiency ratings ranged from 60% to 80%. 
Thus, during the working spectrum of 4.2-7 GHz, the recommended MIMO antenna had 
acceptable values of gain and efficiency.  

Fig. 10: Measured and simulated values of gain and efficiency for single and MIMO antenna. 

Fig. 11: Simulated and measured radiation patterns. 

Displayed in Fig. 11 are the normalized radiation patterns at 4.5, 5.5, 6.5, and 7 GHz. 
There was a good degree of agreement between the measured patterns and the predicted 
patterns (the solid curves) (the dashed-dotted curves). All radiation patterns in the H-plane 
(4.5, 5.5, 6.5, and 7 GHz) are nearly omnidirectional. Figure 11a's black dashed-dotted curve, 
for example, lobes were identified at angles of 30° and 150° in the E-plane at 5.5 GHz, where 
the radiation pattern in that region became more directed (the black dashed-dotted curve, Fig. 
11b). At the resonance frequency of 6.5 GHz, the black dashed-dotted curve in Fig. 11c 
displays twin major lobes at angles of 35° and 145° in the E-Plane as well as newly formed 
side lobes at angles of 350°, 300°, 235°, and 190°. The black dashed-dotted curve in Fig. 11d, 
at a frequency of 7 GHz, shows dual major lobes at angles of 30° and 150° and dual minor 
lobes at angles of 240° and 300°. 
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Table 2 compares the proposed MIMO with other methods evaluated at [7,9, 11-16, 20-
22, and 25]. All of the prior works listed in Table 3 were larger than this one, with the exception 
of [7,9,12, and 14]. The antennas used in the [12] experiment, however, only had a low isolation 
coefficient (9 dB), which does not support all necessary spectrum. Low isolation coefficients 
between radiating elements, low-efficiency values, missing the bands 5 GHz and 6 GHz for 
Wi-Fi 6, and missing the bands n78 and n79 for 5G all characterize the antenna described in 
[14]. Although having eight elements, the antennas reported in [22 and 25] had low efficiency 
and gain, especially at lower operating bands, and they failed to receive many of the necessary 
frequencies for Wi-Fi 6 and 5G.    

Consequently, it is simple to state that the MIMO suggested in this study had a low profile, 
was compact, had minimal mutual coupling between radiation elements, acceptable values for 
gain, and covered the entire frequency range needed for Wi-Fi 6 and 5G communications. 

Table 2: Comparison between proposed MIMO antenna and other related previous works 
Ref. No. El B.W 

(GHz) 
M. 

couple. 
Effie. 

% 
Gain 
(dB) 

Size      
(mm3) 

Weakness 

[1] 4 (1.95-2.5) 
(3.1-3.85) 
(4.95-6.6) 

< -15 60-80 -1 to 2 40×40×1.6 Low values of gain 

[2] 4 (3-9) < -10 60-85 0.5-2 40×40×0.8 Low values of gain 

[3] 4 (0.5-1) 
(2.8-3.5) 
(4.3-7.3) 

< -10 10-90 -0.05-6.9 90×90×0.5 Large size, low efficiency at 
the lower band, low gain at the 

lower band 

[4] 4 (3.26-    
3.88) 

< -9 60-80 2-3.5 90×35×0.7 Large size, low isolation 
coefficient, does not support all 

required spectra 

[5] 4 (4.23-4.82) < -24 55-85 5-6 98×60×3 Large size, did not support 5G 
(n78, n79) and Wi-Fi 6 

[6] 4 
 

(3.4-4.3) 
 

< -9 40-60 – 46×42×1.2 Did not cover all required band, 
no gain values reported, low 

efficiency, low isolation 
coefficient 

[7] 4 
 

(1.8-2.5) < -10 51-73 -2.6 to 
2.4 

120×60×0.7 Large size, missed many 
required frequencies, 

low gain & efficiency at the 
lower band 

[8] 4 
 

(2.15-2.33) < -11 75-85 – 100×60×0.8 Large size, narrow BW, there 
are no reports about values of 

gain and efficiency 

[9] 4 (3.5 - 6) < -10 40-80 – 150×57×7 Large size, missed many 
required frequencies, gain 

values not reported 

[10] 4 (4.23-4.82) < -24 55-85 5-6 98×60×3 Large size did not support 5G 
(n78,n79) and Wi-Fi 6 

[11] 8 (3.3 - 5) < -10 40-70 – 145×70×6 Large size, did not support 
5G (n78/n79) and Wi-Fi 6, 

values of gain are not reported 

[12] 8 (4.4 - 5) < -22 20-55 -2.5 - 5 150×72×1 Large size did not support all 
required bands, low efficiency, 

low gain at the lower band 

Proposed 
Design 

4 
 

(4.2 - 7) 
 

< -15 60-80 3-6 34×32×1.6  
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4. CONCLUSIONS
In this paper, we propose a novel MIMO antenna design that achieves high performance

in terms of bandwidth, mutual coupling, efficiency, gain, and size while covering the frequency 
bands necessary for Wi-Fi 6 and 5G communications. In order to increase isolation at high 
frequencies, the proposed design makes use of a coplanar waveguide (CPW) technique that 
employs four radiating elements with orthogonal polarization and a floating parasitic element. 
To further avoid interfering with Wi-Fi and WLAN frequencies, the proposed design 
incorporates a notch in the patch that is based on a split ring resonator (SRR). The simulation 
and experimental results show that the proposed antenna has a wide bandwidth and good 
impedance matching in the frequency range of 4.2 GHz to 7 GHz. In addition to its high 
efficiency (from 60% to 80%) and high gain (from 3 dB to 6 dB) across the operating band, 
the proposed antenna also features high isolation (more than -15 dB) between its four radiating 
elements. In addition, the proposed antenna is smaller than most existing designs, coming in at 
just 34 x 32 x 1.6 mm3. As a result, the proposed antenna is a viable option for both Wi-Fi 6 
and 5G networks. 

The proposed antenna's performance can be further enhanced by optimizing its design 
parameters in a future study. We also intend to put the proposed antenna through its paces in 
real-world scenarios, where its capabilities, diversity gain, and bit error rate will be put to the 
test. We intend to develop the proposed architecture further to incorporate support for 
additional wireless communication standards like LTE and WiMAX. 
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ABSTRACT: Based on the hourly solar radiation and ambient temperature, the hourly power 
estimation work is carried out using the conventional photovoltaic output power (PVOP) 
estimation model which is used in conjunction with the conventional photovoltaic module 
temperature (PVMT) estimation model. These hourly data must be processed further before 
they can be applied to the daily power estimation work. This estimation work is carried out 
using conventional estimation methods, which are the multiple estimation processes that are 
complex, time-consuming, and error prone. Therefore, to avoid these shortcomings, one 
estimation process is designed and used for daily power estimation work. However, this 
process produces an incorrect daily output power value due to an invalid module temperature 
value. Thus, a new PVMT estimation model is developed to solve the problem of the invalid 
value based on a simple linear regression analysis. The performance of the new model has 
been validated, giving a Normalized Root Mean Squared Error (NRMSE) value of 0.0215 and 
a Coefficient of Determination (R2) value of 0.9862. The correct daily output power value is 
produced with a valid module temperature value, giving a NRMSE value of 0.0034 and a R2 
value of 0.9999. These results demonstrate the new model's applicability and makes the one 
estimation process accurate, easy, user-friendly, instantaneous, and direct in daily power 
estimation work. 

ABSTRAK: Berdasarkan sinaran matahari dan suhu persekitaran per jam, kerja-kerja 
anggaran kuasa setiap jam dijalankan menggunakan model anggaran kuasa dari dapatan 
fotovolta konvensional (PVOP) yang digunakan bersempena dengan model anggaran suhu 
modul fotovolta konvensional (PVMT). Data per jam ini perlu diproses dengan lebih lanjut 
sebelum ia boleh digunakan pada kerja anggaran kuasa harian. Kerja-kerja penganggaran ini 
dijalankan menggunakan kaedah penganggaran konvensional, iaitu proses penganggaran 
berganda yang kompleks, memakan masa dan mudah ralat. Oleh itu, bagi mengelakkan 
kekurangan ini, satu proses anggaran direka bentuk dan diguna bagi kerja anggaran kuasa 
harian. Namun, proses ini menghasilkan nilai dapatan kuasa harian yang salah disebabkan 
oleh nilai suhu modul tidak sah. Oleh itu, model anggaran PVMT baharu telah dibina bagi 
menyelesaikan masalah nilai tidak sah berdasarkan analisis mudah regresi linear. Prestasi 
model baharu telah disahkan, memberi nilai Ralat Punca Min Kuasa Dua Ternormal 
(NRMSE) sebanyak 0.0215 dan nilai Pekali Penentuan (R2) sebanyak 0.9862. Nilai dapatan 
kuasa harian yang betul dihasilkan dengan nilai suhu modul yang sah, iaitu nilai NRMSE 
0.0034 dan R2 0.9999. Dapatan ini menunjukkan bahawa kebolehgunaan model baharu 
menjadikan proses anggaran lebih tepat, mudah, mesra pengguna, serta-merta dan terus dalam 
kerja anggaran kuasa harian. 
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KEYWORDS:  Daily module temperature, daily output power, hour-based climatic data, 
day-based climatic data, estimation method 

1. INTRODUCTION 
The conventional PVOP estimation model is used in conjunction with the conventional 

PVMT estimation model for estimating the possible output power based on the climatic 
variables of solar radiation and ambient temperature. These conventional PV estimation models 
are derived based on the PV module performance test under Standard Test Conditions (STC) 
and Nominal Operating Module Temperature (NOCT). All the relevant data parameters of the 
models are available from the product specification, as shown in Appendix A [1], except the 
climatic variable data of solar radiation and ambient temperature. These data can be acquired 
in hourly, daily, monthly, and yearly data formats from the satellite-based or ground-based 
climatic measurement centre.  

For the conventional PV estimation models, Chang and Zhang [2] stated that it is more 
suitable to use the hourly climatic data for estimating the hourly output power. In other words, 
the conventional PV estimation models can be regarded as the hour-based estimation models 
which estimate the hourly output power using the conventional one-time-point hourly (OTP-
H) estimation method. This hourly output power is further used as the primary data to form the 
daily, monthly, and yearly output power. For instance, Murat Ates and Singh [3] proposed a 
spreadsheet-based analytical model to simulate the performance of a one-year large-scale 
rooftop solar PV system based on the daily, monthly, and yearly output power, which are 
estimated through the sum of the hourly output powers within a day, a month, and a year. 
Razmjoo et al. [4] proposed a techno-economic evaluation of PV-wind-diesel hybrid renewable 
energies which considered the sum of the PV hourly output powers within a year to estimate 
the PV yearly output power. As a result, the daily, monthly, and yearly output power estimation 
method can be considered as the conventional multiple-time-point sum-hourly (MTP-SH) 
estimation method. 

Besides the hourly climatic data, the average hourly climatic data within the sunshine 
hours of a day, namely the daily hour-average-based climatic data within the sunshine-hours 
(HAB-SH), is also suitable for the conventional PV estimation models as stated in [5]. 
Furthermore, Skoplaki and Palyvos [6] provided an overview description of the PV module 
operating temperature which indicated that the daily HAB-SH climatic data is applicable for 
the conventional PVMT estimation model to aid in the daily output power estimation. This 
demonstrates that the daily HAB-SH climatic data has the same function as the hourly data, 
and hence both can be taken as hour-based climatic data. Since the daily HAB-SH climatic data 
is exclusively used in the PVMT estimation model, it can be considered as the main hour-based 
estimation model. Moreover, the estimation method for estimating the daily output power in 
[6] can be regarded as the conventional multiple-time-point average-hourly (MTP-AH) 
estimation method, since it deals with the daily HAB-SH climatic data. 

According to Chang and Zhang [2], the day-based climatic data is unsuitable for use in the 
conventional PV estimation models for performing the daily power estimation work. To make 
the day-based climatic data applicable for the daily power estimation work, a new hour-based 
estimation model, namely a new PVMT estimation model is proposed. This new model is 
developed by referring to the references of multiple linear regression analyses which describes 
the relationship between one dependent variable of PVMT and multiple independent climatic 
variables. For instance, Tamizhmani et al. [7] proposed a prediction model to predict the PVMT 
based on multiple linear regression analysis, which explores the relationship between the 
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measured PVMT and the climatic conditions of ambient temperature, wind speed, wind 
direction, solar radiation, and relative humidity. The model’s efficiency depends on the climatic 
conditions of the site location and the PV technology type. Kamuyu et al. [8] proposed a 
prediction model of PVMT for a floating PV system based on multiple linear regression 
analyses, which explores the relationship between the measured PVMT and the effect of 
ambient temperature, solar radiation, wind speed, and water temperature. By the comparison 
between the predicted and measured values, it gave the corresponding model error range of 
between 2% and 4%. 

Aside from that, new model development is also referred to the references of simple linear 
regression analysis which describes the relationship between one dependent climatic variable 
and one independent climatic variable. For instance, Ibrahim et al. [9] proposed a prediction 
model based on simple linear regression analysis, which explores the relationship between solar 
radiation and ambient temperature. The results elaborated that their relationship is linear and 
gave an R2 value of 0.5593. Furthermore, this simple linear regression analysis serves as the 
foundation for performance validation, which is used to explore the relationship between the 
same variable that is recorded in two different ways. For instance, Alam et al. [10] proposed a 
dynamic model for a standalone PV distributed power generation system to predict the system’s 
maximum power. The performance of the proposed model is relevant to a simple linear 
regression analysis, which is used to explore the relationship between the experimental and 
predicted output power. Li et al. [11] proposed a new attenuation hourly solar radiation model 
based on seasonal and stochastic features. The performance of the proposed model is related to 
the regression analysis, which explores the relationship between the measured and estimated 
hourly solar radiation. Cetina-Quiñones et al. [12] proposed a machine learning surrogate 
model of an indirect solar dryer with thermal energy storage. The performance validation was 
related to the exploration of the relationship between the experimental and predicted 
temperature. 

The new regression coefficients that were used for the new PVMT estimation model are 
developed based on the climatic variables of solar radiation and ambient temperature. Each of 
the climatic variables can be recorded in various ways. For instance, Almaktar et al. [13] stated 
that the ambient temperature in their research is recorded as an average of hourly data in 24 
hours and within sunshine hours of a day. While the solar radiation is recorded as a sum and 
average of the hourly data within the sunshine hours of a day. Essentially, this averages of the 
solar radiation and ambient temperature within the sunshine hours of a day are the uncommon 
daily climatic variables in the database of NASA [14]. However, Mellit and Pavan [15] 
specifically mentioned the use of these uncommon daily climatic variables in their research. 
As a result, these uncommon daily climatic variables, namely daily HAB-SH climatic data, are 
used as the key climatic variables in this study for developing the new PVMT estimation model, 
and they are basically the manual-processing hour-based climatic data. 

The aim of this study is to develop a new PVMT estimation model based on simple linear 
regression analysis, which explores the relationship between the hour-based and day-based 
climatic data to allow the daily power estimation work to be performed with one estimation 
process, namely the one-time-point daily (OTP-D) estimation method. The following 
objectives best describe the main contribution of this study: 

 To study and analyse the conventional PV estimation models and methods, as well as 
the ways of recording the climatic variables. 

 To develop a new regression coefficient for the new PVMT estimation model to carry 
out the OTP-D estimation method. 
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 To validate the new PVMT estimation model with the ground-based climatic dataset 
using standard statistical indicators, NRMSE and R2. 

NRMSE is calculated for the predicted model's degree distributions based on the original, and 
R2 is used to assess the quality of fit in a linear regression model. 

Hence, this new PVMT estimation model is expected to be accurate, easy, user-friendly, 
instantaneous, and direct for daily power estimation work in the pre-installation phase. The 
remaining sections of this study are structured as follows: Section 2 discusses the relevant 
climatic data format. The conventional PV estimation models and methods are presented in 
section 3. Section 4 describes the research methodology for developing the new PVMT 
estimation model. The results and discussion for developing the new model are given in Section 
5. Section 6 provides the conclusion and recommendations for future development. 

2. THE RELEVANT CLIMATIC DATA FORMAT 
2.1. Satellite-based Climatic Data 

National Aeronautics and Space Administration (NASA) is a well-known satellite-based 
climatic measurement centre that provides free climatic datasets of hourly, daily, monthly, and 
yearly data of solar radiation and ambient temperature [13]. These free datasets are used to 
analyse the conventional PV estimation methods and develop the new PV estimation model in 
this study. Moreover, the hourly climatic data is used as the primary data to form the daily, 
monthly, and yearly climatic data as shown in Table 1 [14]. Solar radiation refers to all-sky 
surface shortwave downward irradiance in NASA, and the total hourly data within the sunshine 
hours of a day is daily hour-total-based (HTB-SH) data. The average daily HTB-SH data of a 
month is monthly day-average-based (DAB-SH) data. The average monthly DAB-SH data for 
a year is yearly month-average-based (MAB-SH) data. Then, the ambient temperature refers 
to the temperature at 2 meters in NASA, and the average hourly data in 24 hours of a day is 
daily hour-average-based (HAB-24) data. The average daily HAB-24 data of a month is 
monthly day-average-based (DAB-24) data. The average monthly DAB-24 data of a year is 
yearly month-average-based (MAB-24) data. 

Table 1: Example of NASA climatic data 
Variable Data Format Description 

 Daily HAB-24 Average hourly data in 24 hours of a day 
Ambient Temperature Monthly DAB-24 Average daily HAB-24 data of a month 

 Yearly MAB-24 Average monthly DAB-24 data of a year 
 Daily HTB-SH Total hourly data within the sunshine hours of a day 

Solar Radiation Monthly DAB-SH Average daily HTB-SH data of a month 
 Yearly MAB-SH Average monthly DAB-SH data for a year 

2.2. Ground-based Climatic Data 

Ground-based climatic measurement centres are exceedingly expensive to establish; there 
are not many of them worldwide [13]. Although ground-based data have the same climatic data 
formats as NASA satellite-based data, they have different measured values. Therefore, the 
ground-based climatic datasets will be used as the testing datasets in this study for a new 
estimation model validation. These datasets are measured according to the standard of Typical 
Meteorological Year Three (TMY3) Dataset [16] at Tasik Banding, Malaysia in 2005, with a 
Latitude of 5.554 and a Longitude of 101.337 as shown in Fig. 1. 
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Fig. 1. Map of Tasik Banding, Malaysia 

2.3. Hour-based and Day-based Climatic Data 

According to NASA [14], the daily HAB-24 ambient temperature data and daily HTB-SH 
solar radiation data are the day-based data, and the hourly data of ambient temperature and 
solar radiation are the hour-based data as shown in Table 2. On the other hand, the uncommon 
daily HAB-SH ambient temperature and solar radiation data for NASA are the manual-
processing data. According to the principle presented in [5] and [6], the manual-processing 
daily HAB-SH climatic data have the same function as the hourly climatic data and are 
considered as hour-based climatic data that can be applied into the hour-based estimation 
model, namely the PVMT estimation model as stated in [2]. 

Table 2: Hour-based and day-based climatic data 

Climatic Variable 
Hour-based Data Day-based Data 

NASA Manual-processing NASA 
Ambient Temperature Hourly Daily HAB-SH Daily HAB-24 

Solar Radiation Hourly Daily HAB-SH Daily HTB-SH 

The difference between the manual-processing daily HAB-SH ambient temperature and 
the NASA daily HAB-24 ambient temperature is that the former does not include the data 
records during the night-time. While for the manual-processing daily HAB-SH solar radiation 
and the NASA daily HTB-SH solar radiation, the former does not sum up all the hourly data 
within the sunshine hours of a day. 

3. PV ESTIMATION MODELS AND METHODS
3.1. Conventional PV Estimation Models 

One of the conventional PVOP estimation models is given as [4][17] 

      (1)

where  is the solar radiation  and the PVMT estimation model,  is defined as [17]

      (2)

where  is the ambient temperature . These conventional estimation models are used in a 
variety of estimation methods to produce a variety of estimation results for further analysis. 

3.2. Conventional PV Estimation Methods 

3.2.1. OTP-H Estimation Method 

For the conventional OTP-H estimation method, the hourly climatic data of solar radiation, 
 and ambient temperature, , which are extracted directly from NASA, will be applied 

into Eq. (2) for estimating the hourly module temperature [18],  

241



IIUM Engineering Journal, Vol. 25, No. 1, 2024 Wong et al. 
https://doi.org/10.31436/iiumej.v25i1.2913 

 
 

     (3) 

 will be further applied into Eq. (1) for estimating the hourly output power [17],  

    (4) 

3.2.2. Multiple-time-points Daily (MTP-D) Estimation Method 

The conventional MTP-D estimation method is referring to the MTP-SH and MTP-AH 
estimation methods. These estimation methods perform the daily power estimation work based 
on the hour-based climatic data as shown in Table 3. Moreover, they are the estimation method 
that involved multiple processes in estimating the daily output power. 

Table 3: Conventional MTP-D estimation methods 
Estimation Method Description Input Output Reference 

MTP-SH Estimation Method Sum of hourly output powers  ,  ,  [3, 4] 

MTP-AH Estimation Method Average of hourly climatic data  ,  
 

 
 

[5, 6] 

The MTP-SH estimation method sums up each  within the sunshine hours of a 
day,  to produce the daily output power, which is given as [3] 

        (5) 

 is a manual-processing climatic variable as well. It will be used in conjunction with the 
manual-processing data of daily HAB-SH solar radiation,  and daily HAB-SH 
ambient temperature,  for performing the daily power estimation work with the 
MTP-AH estimation method. This method is first using  and  to produce 
the daily HAB-SH module temperature, , which is defined as [6] 

   (6) 

 is an hour-based module temperature since it deals with the hour-based climatic data, 
namely daily HAB-SH climatic data. Then, it will be applied in conjunction with  
into Eq. (1) to produce the daily HAB-SH output power,  

   (7) 

 is also an hour-based output power which is then multiplied by  to produce the 
daily output power,  

        (8) 

The concept of  adheres to the multiplier principle of Peak Sun Hour (PSH) [13]. 

3.3. Linear Regression Model 

The number of independent variables in a simple and multiple linear regression analysis 
will differ. More than one independent variable will be included in the multiple linear 
regression analysis. For instance, the regression model includes five independent climatic 
variables in the proposed model, which is given as [7] 

    (9) 
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where , , , ,  and  are the regression coefficients,  is the wind speed ( ),
 is the wind direction ( ), and  is the relative humidity ( ). Besides, Kamuyu et al. 

propose the regression model with four independent climatic variables, which is defined as [8] 

 (10) 

where  is the water temperature ( ).  

On the other hand, the simple linear regression analysis will include only one independent 
variable. For instance, Ibrahim et al. proposed a model that explores the relationship between 
two different climatic variables, the model is given as [9] 

 (11) 

where  and  are the regression coefficients of the slope and intercept. Moreover, Alam et al. 
proposed a model that explores the relationship between the same power variables, but 
recorded per different methods, the model is defined as [10] 

 (12) 

where  is the measured output power  and  is the estimated 
output power . 

4. RESEARCH METHODOLOGY

Fig. 2. Research methodology 

Start 

Background Study 
Conventional PV estimation models
Conventional PV estimation methods

o OTP-H estimation method
o MTP-SH estimation method
o MTP-AH estimation method

The climatic variables' recording ways

PV estimation method with one estimation process 
OTP-D estimation method

Simulation Analysis 
Satellite-based climatic data

Problem Identification 
Invalid daily module temperature value

New Model Development 
New PVMT estimation model

o Simple linear regression analysis

New Model Validation 
Ground-based climatic data
Result comparison

NRMSE < 0.1     R2 > 0.9 

End 

Yes 

No 

243



IIUM Engineering Journal, Vol. 25, No. 1, 2024 Wong et al. 
https://doi.org/10.31436/iiumej.v25i1.2913 

The flow chart of the research methodology of this study is shown in Fig. 2. The 
background study focuses on the basic principles of the conventional PV estimation models 
and methods as well as the ways for recording the climatic variables. According to these 
studies, the conventional daily power estimation works involve multiple estimation processes 
in estimating the daily output power. Since the multiple estimation processes is complex, time-
consuming, and error-prone, a one estimation process, namely the OTP-D estimation method, 
is designed and used. This method uses the day-based climatic data directly to perform the 
daily power estimation work. It is then analysed further in a simulation experiment using 
satellite-based climatic datasets. However, the experiment results reveal that the problem of 
the invalid daily module temperature value in the OTP-D estimation method. This is because 
the day-based climatic data is not suitable to use in the hour-based estimation model, namely 
the PVMT estimation model. Thus, a new PVMT estimation model is developed based on the 
simple linear regression analysis to solve the problem of the invalid daily module temperature 
value. This new model is validated using the same simulation experiment but based on the 
ground-based climatic datasets. It compares the estimation results that were produced by the 
MTP-AH estimation method and the OTP-D estimation method with the new PVMT 
estimation model. The result comparison demonstrates the new model's applicability in the 
OTP-D estimation method because it gives the NRMSE value less than 0.1 and the R2 value 
more than 0.9. In other words, the OTP-D estimation method with the new PVMT estimation 
model is compatible with the conventional MTP-AH estimation method. 

4.1. OTP-D Estimation Method 

For the OTP-D estimation method, the day-based climatic data, daily HAB-24 ambient 
temperature data,  and daily HTB-SH solar radiation data,  which 
extracted directly from NASA will be applied into Eq. (2) for estimating the daily module 
temperature,  

   (13)

 will be further applied into Eq. (1) for estimating the daily output power,  

   (14)

However,  and  in  produce an invalid daily module temperature 
value, resulting in an incorrect daily output power value. This invalid value refers to the value 
that exceeded the operational module temperature’s maximum stated value in the data 
specification sheet [1], and it differs greatly from the module temperature value estimated by 
the conventional MTP-AH estimation method. 

4.2. New Model Development 

The problem of the invalid daily module temperature value is solved by developing a new 
PVMT estimation model for the OTP-D estimation method. This new model is derived from 
the simple linear regression analysis, which explores the relationship between the hour-based 
and day-based climatic data, namely the suitable and unsuitable climatic data. The hour-based 
climatic data refers to the uncommon and manual-processing climatic data,  and 

 as presented in Eq. (6) which are used in the conventional MTP-AH estimation 
method. While the day-based climatic data refer to the NASA satellite-based climatic data, 

 and  as presented in Eq. (13) which are used in the OTP-D estimation 
method. 
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Based on the principle as presented in [10–12], the new regression coefficient for ambient 
temperature is derived based on the exploration of the relationship between  and 

 

       (15) 

where  and  are the regression coefficients of slope and intercept for ambient 
temperature. While the new regression coefficient for solar radiation is derived based on the 
exploration of the relationship between  and  

       (16) 

where  and  are the regression coefficients of slope and intercept for solar radiation. 
Because of these regression coefficients, the day-based climatic data has same function as the 
hour-based climatic data and is suitable for the PVMT estimation model. Then, the new PVMT 
estimation model,  is proposed as 

 (17) 

to aid in the daily output power estimation. 

4.2.1. Simple Linear Regression Analysis 

The new regression coefficients,  and ,  and  are not derived from the simple 
linear regression analysis rather than the multiple linear regression analysis. This is due to the 
problem of invalid values, which is caused solely by the unsuitable climatic data format. So, 
the simple linear regression analysis explores the relationship between the same climatic 
variable but recorded in two different ways, referring to the suitable and unsuitable climatic 
variables. This analysis is carried out in accordance with the principle stated in [10–12]. These 
regression coefficients can lead to the main structure of the PVMT estimation model to remain 
constant, with no significant impact on future development. Therefore, the new PVMT 
estimation model is a combination model to some extent, where the conventional PVMT 
estimation model and regression model are combined. 

4.2.2. Regression Coefficient 

For the OTP-D estimation method, the PVMT estimation model, as presented in Eq. (13), 
needs the regression coefficients for  and  to avoid the problem of the 
invalid daily module temperature value. However,  in the PVOP estimation model, 
as presented in Eq. (14), is not required. This is because  adheres to the multiplier 
principle of Peak Sun Hour (PSH), which makes Eq. (14) the same as Eq. (7), the principle is 
given as [13] 

        (18) 

In other words, multiplying  in Eq. (8) by  in Eq. (7) will make Eq. (7) become 
Eq. (14). Furthermore, when both are given the same daily module temperature value, they will 
produce the same daily output power value. 

4.3. Model validation 

In this study, the one-year NASA satellite-based climatic datasets are used for analysing 
the conventional PV estimation methods. Moreover, they are also used as the training dataset 
for developing the new PVMT estimation model for the OTP-D estimation method. While the 
one-year ground-based climatic datasets are used as the testing datasets for the validation of 
the new PVMT estimation model. Although the ground-based and satellite-based climatic data 
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have the same data format, they have different measured values. Furthermore, the length of one 
year dataset in this study is set according to the standard data length of a long-term experiment 
[19], which is acceptable for PV performance planning, managing, and monitoring. Based on 
the ground-based climatic datasets, the performance of the new PVMT estimation model, as 
presented in Eq. (17), for the OTP-D estimation method is validated by the standard statistical 
indicators as follows. 

The Root Mean Squared Error (RMSE) is the typically used standard deviation of the 
estimation errors, which is defined as [2] 

       (19) 

where  is the estimated value which produced based on the OTP-D estimation method 
with the new PVMT estimation model,  is the estimated value which produced based on 
the conventional MTP-AH estimation method,  is the total number of days per year. It can be 
further interpreted as NRMSE, in which it will provide the normalized value from zero to one, 
which is given as [11] 

        (20) 

where  is the mean value of . When the proposed model is with better 
performance, the NRMSE value is closer to zero but not more than 0.1 [20]. R2 is used to 
measure the relationship between two datasets which also provides the value from zero to one, 
which is expressed as [20]  

    (21) 

When the proposed model is more efficient, the R2 value is closer to one [20]. 

5. Result and Discussion 
Based on the NASA hour-based climatic data, the conventional MTP-SH and MTP-AH 

estimation methods produce the daily output power,  and  which are 
approximately equal, as shown in Fig. 3. Since all the values differ between  and 

 their range isfrom 0.3135% to 3.6379%. 

 
Fig. 3. Daily output power in 2005: MTP-SH and MTP-AH estimation methods 

However, when  and  are compared to the daily output power, , 
produced using the NASA day-based climatic data and OTP-D estimation method, all  
in a year are given a lower output power value as shown in Fig. 4. According to the values 
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comparison, all the values of  range from 9.4809% to 89.329% lower than  
and range from 9.814% to 89.7172% lower than . This is due to the PVMT estimation 
model for the OTP-D estimation method produces an extremely high value of the daily module 
temperature, , which can far exceed the maximum stated value of the operational 
module temperature, 85  and has a different module temperature value than the conventional 
MTP-AH estimation method,  as shown in Fig. 5. Based on the values comparison, all 
the values of  range from 48.3953% to 82.4163% higher than . In other words, 

 value is clearly an invalid daily module temperature value resulting in an incorrect 
 value. 

 
     (a)             (b) 

Fig. 4. Daily output power in 2005: (a) MTP-SH and OTP-D estimation methods. (b) 
MTP-AH and OTP-D estimation methods. 

 
Fig. 5. Daily module temperature in 2005: MTP-AH and OTP-D estimation methods 

The problem of the invalid  value for the OTP-D estimation method is solved by 
developing a new PVMT estimation model based on the simple linear regression analysis. This 
analysis explores the relationship between the climatic variables of the solar radiation, 

 and , as well as between the ambient temperature variables,  
and  as shown in Fig. 6. The developed regression coefficients are derived based on 
the training datasets from NASA. These datasets are the satellite-based climatic datasets with 
different measured values from the ground-based climatic datasets, as shown in Fig. 7. In terms 
of solar radiation and ambient temperature data, the ground-based climatic data mostly have 
higher measured values than the NASA satellite-based climatic data. Thus, the ground-based 
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datasets can be used as the testing datasets for new model validation. Since all the values 
difference between  and  range from 0.0453% to 88.2497%, while for 

 and  range from 0.0364% to 26.5204%. 

 
                   (a)             (b) 

Fig. 6. Linear regression Analysis: (a) Solar radiation. (b) Ambient temperature. 

 
      (a)             (b) 

Fig. 7. Example of satellite-based and ground-based climatic data on 1/1/2005: (a) 
Solar radiation. (b) Ambient temperature. 

Based on the ground-based data of solar radiation and ambient temperature, the day-based 
data are used in the OTP-D estimation method with the new PVMT estimation model, while 
the hour-based data are used in the conventional MTP-AH estimation method for further results 
comparison. According to the results comparison, all the value differences between 

 and  range from 0.0024% to 4.6061%, as shown in Fig. 8. The NRMSE 
value is 0.0215 and R2 value is 0.9862 as shown in Table 4. When  returns the 
valid daily module temperature value,  returns the correct daily output power value. 
Consequently, all the values difference between  and  range from 0.0002% to 
0.8057% as shown in Fig. 9. The NRMSE value is 0.0034 and R2 value is 0.9999. 

Aside from that, when the results of the OTP-D estimation method which with the new 
PVMT estimation model are compared to the MTP-SH estimation method, all the value 
differences between  and  range from 0.0914% to 4.0206%, as shown in Fig. 
10. The NRMSE value is 0.0318 and R2 value is 0.9997. Due to development of the new PVMT 
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estimation model, the OTP-D estimation method can produce the daily module temperature 
value that are approximately equal to the MTP-AH and MTP-SH estimation methods.  

 
  (a)             (b)  

Fig. 8. PVMT comparison of MTP-AH and OTP-D (with the new PVMT estimation 
model): (a) Linear plot graph. (b) Scatter plot graph. 

 
       (a)             (b)  

Fig. 9. PVOP comparison of MTP-AH and OTP-D (with the new PVMT estimation 
model): (a) Linear plot graph. (b) Scatter plot graph. 

 
       (a)             (b)  

Fig. 10. PVOP comparison of the MTP-SH and OTP-D (with the new PVMT 
estimation model): (a) Linear plot graph. (b) Scatter plot graph. 
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Table 4: New model validation 
Standard Indicator PVMT (MTP-AH) PVOP (MTP-AH) PVOP (MTP-SH) 

RMSE 0.8389 2.9834 27.134 
NRMSE 0.0215 0.0034 0.0318 

R2 0.9862 0.9999 0.9997 

6. CONCLUSION AND RECOMMENDATION
The conventional PVOP estimation model and PVMT estimation model are the hour-based

estimation models derived from the PV module performance test under STC and NOCT. In the 
OTP-H estimation method, the PVOP estimation model is used in conjunction with the PVMT 
estimation model to estimate the hourly output power based on the hourly solar radiation and 
hourly ambient temperature. The hourly output power is then used to estimate the daily output 
power using the conventional MTP-SH estimation method. While the hourly solar radiation 
and hourly ambient temperature are processed before being used in the conventional MTP-AH 
estimation method to estimate the daily output power. Since both MTP-SH and MTP-AH 
estimation methods involve multiple estimation processes in the hourly data, producing the 
daily output power becomes complex, time-consuming, and error-prone. Therefore, to avoid 
these shortcomings, a one estimation process is designed and used to reduce the process of 
estimating the daily output power. This process directly uses the day-based climatic data to 
perform the daily power estimation work, but it resulted in an incorrect daily output power 
value due to an invalid module temperature value. Thus, a new PVMT estimation model for 
the OTP-D estimation method is developed to solve the problem of invalid values. This new 
model is derived from the simple linear regression, which explores the relationship between 
the hour-based and day-based climatic data to develop a new regression coefficient for daily 
solar radiation and daily ambient temperature. The performance of the new model in the OTP-
D estimation method is validated using the one-year ground-based climatic data, which has 
higher measured values than the NASA satellite-based climatic data. When the new and 
conventional PVMT estimation models' results are compared, the NRMSE value is 0.0215 and 
the R2 value is 0.9862. With the valid module temperature, the daily output powers produced 
by the OTP-D estimation method are compared to the MTP-AH estimation method, and the 
NRMSE value of 0.0034 and the R2 value of 0.9999 are obtained. The comparison of the results 
shows that the new model's applicability makes the OTP-D estimation method accurate, easy, 
user-friendly, instantaneous, and direct in daily power estimation work. The next step is to 
develop a new regression coefficient for the month-based and year-based climatic data to 
perform the monthly and yearly power estimation work. 
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APPENDIX 

Appendix A: Example of product specification [1] 
Data Type Parameter Value 

Electrical Data 
Peak Power, 190  

Module Efficiency, 14.9  

Temperature Ratings 
Nominal Operating Module Temperature, 45  

Temperature Coefficient of Power, 0.4 
Mechanical Data Module Dimensions 1581  809  35  

Maximum Ratings Operational Module Temperature 40  85 

Standard Test 
Conditions (STC) 

Reference Solar Radiation, 1000 
Reference Module Temperature, 25  

Reference Air Mass, 1.5 

Nominal Operating 
Module Temperature 

(NOCT) 

Reference Solar Radiation, 800 
Reference Ambient Temperature, 20  

Reference Wind Speed, 1  
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ABSTRACT:  This paper presents the development of a multi-AMBA system processor 

interface employing multiple AMBA processors. The primary goal of this interface is to 

establish connections between various AMBA AHB interfaces and external memory units 

such as RAM and REGISTER, leveraging the high-performance capabilities of AMBA AHB. 

The research delves into the utilization of ASICs to integrate processors and functional blocks 

into a System-On-Chip (SoC) configuration, enabling the execution of intricate applications. 

Within the ASIC environment, the research explores how processors communicate with their 

designated targets through an interface that standardizes the communication protocol for all 

targets. It underscores the challenges posed by data throughput and inter-processor/RTL 

communication in contemporary processors and suggests the concurrent use of multiple 

AMBA processors for accessing their respective targets. Additionally, the paper introduces 

an arbitration system for managing multiprocessor access and investigates the optimization 

of bulk data access while prioritizing crucial ASIC design constraints, including speed, low 

power consumption, and efficient area utilization. The proposed system was rigorously 

validated through simulation using Verilog HDL, yielding positive and promising results.  

ABSTRAK:  Kajian ini adalah mengenai pembangunan antara muka, sistem pemproses 

berbilang AMBA yang mengandungi berbilang pemproses AMBA. Tujuan antara muka ini 

adalah bagi mewujudkan hubungan pelbagai antara muka AMBA AHB dengan unit memori 

luaran seperti RAM dan REGISTER, ini sekaligus memanfaatkan keupayaan tinggi AMBA 

AHB. Kajian ini mengguna pakai ASIC bagi menyatukan pemproses dan blok berfungsi pada 

konfigurasi Sistem-Atas-Cip (SoC), membolehkan pelaksanaan aplikasi rumit. Pada 

persekitaran ASIC, kajian ini meneroka cara pemproses berkomunikasi dengan sasaran yang 

ditetapkan melalui perantaraan antara muka yang menyeragam protokol komunikasi bagi 

semua sasaran. Ia menggariskan cabaran yang ditimbulkan oleh pemprosesan data dan 

komunikasi antara pemproses/RTL dalam pemproses kontemporari dan mencadang 

penggunaan secara serentak pemproses berbilang  AMBA bagi mengakses sasaran masing-

masing. Selain itu, kertas kerja ini memperkenalkan sistem timbang tara bagi mengurus akses 

berbilang pemproses dan mengkaji akses data pukal yang optimum sambil mengutamakan 

kekangan reka bentuk ASIC, seperti kelajuan, penggunaan kuasa rendah dan penggunaan 
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kawasan secara cekap. Sistem ini telah disahkan dengan teliti melalui simulasi menggunakan 

Verilog HDL, memberikan dapatan positif dan harapan baik. 

KEYWORDS: AMBA protocol; AMBA processor interface; multiprocessor arbitration; 

FPGA; Verilog HDL 

1. INTRODUCTION  

In the modern era, digital control is pervasive, extending from simple toys to sophisticated 

high-tech devices, all orchestrated by VLSI chips [1]. These chips have not only become 

increasingly complex to accommodate advanced functions but have also grown significantly 

in size. Devices like the AMBA processor can operate at extremely high clock speeds. To 

harness the full potential of these processors and synchronize the remaining hardware with 

their speed, an efficient interface is imperative for any ASIC. Furthermore, if this interface can 

support multiprocessor access instead of a single processor, it would enable concurrent 

execution of tasks. This research aims to address these critical challenges and propose an 

interface capable of concurrent multiprocessor access with reduced flop-to-flop delay, 

minimized area requirements, and lower power consumption. The interface is constructed using 

multiple AMBA AHB-side components for controlling read and write operations on memory 

storage elements from the AHB side. All of these components are interconnected using 

Hardware Description Language (HDL), ensuring a seamless connection between the AHB 

Bridge, RAM, and registers. Using the efficient hardware interface, AMBA AHB bus ensures 

the efficient connection of processors, on-chip memory and off-chip external memory 

interfaces with targeted areas such as be registers, RAMs, FIFO, UART, PCI Interface or 

Network link. It also ensures ease of use in an efficient design flow using synthesis and 

simulation techniques using EDA hardware simulator [1]. 

When it comes to AMBA-based microcontrollers, the standard configuration includes a 

sturdy system backbone that can efficiently manage external memory bandwidth. This 

backbone serves as the central hub connecting the CPU, on-chip memory, and various Direct 

Memory Access (DMA) devices. More specifically, the AMBA AHB bus functions as this 

high-performance system backbone. The hardware architecture of multiprocessors access to 

the slave devices [2-4] is shown in Fig. 1. It is finely tuned for use in high-frequency system 

modules, forming the core of the high-performance system architecture. This core ensures 

smooth connectivity between processors, on-chip memories, and off-chip external memory 

interfaces, all while accommodating low-power peripheral microcell functions. Moreover, it 

facilitates the efficient connection of processors, on-chip memory, and off-chip external 

memory interfaces to support low-power peripheral macro cell functions. Its specifications are 

carefully crafted to guarantee ease of use within an efficient design process, incorporating 

synthesis and automated testing techniques. 

2. METHODOLOGY 

This research followed the Top-Down Hierarchical Technique to partition the design. 

Processor interfaces provide bridge connection between processor and rest of the hardware. 

Processors operate as per its bus protocols: it can be processor specific or standard protocol. 

Interface needs to understand those protocols and provide access into the targets like registrar, 

memory, FIFO, network link or other PCI interfaces as per their own access control. This 

research will focus on developing an interface that can support multiple AMBA AHB processor 

access concurrently with higher speed, lower power and area. As designing multi processors 

are complex both in hardware and software, so in our research we need to focus on managing 
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complexity using hierarchical methodology and we need to be further concern if one processor 

fails then it will not affect in the speed. It should perform in low power and should take low 

area. After design specification is complete, interface will be modeled using Verilog HDL. 

Below is the Verilog HDL based ASIC design flow. 

 

Fig. 1: Multiplexer interconnections for multiple AHB masters [2-4]. 

2.1  AHB Signals and Transfers Involving AMBA Masters  

2.1.1 HADDR [31:0]  

During write operations, the write data bus plays a critical role in conveying data from the 

master to the bus slaves. It is highly recommended to maintain a minimum data bus width of 

32 bits. Nonetheless, it can be effortlessly expanded to facilitate higher bandwidth [3,4].  

2.1.2 HWDATA [31:0]  

The write data bus is driven by the bus master during write transfers. If the transfer is 

extended then the bus master must hold the data valid until the transfer complete, as indicated 

by HREADY HIGH. 

2.1.3 HRDATA [31:0]  

During read operations, the relevant slave device takes control of the read data bus. If this 

slave prolongs the read process by keeping the signal HREADY in a LOW state, it is only 

required to furnish valid data at the conclusion of the final cycle of the transfer. This point is 

signified by the transition of HREADY to a HIGH state, as documented in reference [3]. 

3. RTL HARDWARE DESIGN SPECIFICATION  

Design specification enables designers to implement their ideas systematically on paper. 

This specification appears in text/document format and represent what designers expect their 

chip to do. At this point of the design process, designers demonstrate very little concern about 

hardware consideration such as area, speed or power consumed by the chip. Design 

specification contains multiple identical processors (AMBA processor in our case). It is capable 

of interpreting processor BUS protocols in order to read/write operations on target devices. 
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Both Fixed and Round-Robin arbitration systems would be available to deal with situations 

requiring multiple processors to access a particular generic device concurrently [5]. 

 

  

(a) 

   

(a)        (b) 

Fig. 2: AMBA transfer (a) simple with no wait states, (b) write and (c) read. 

 

Fig. 3: Proposed simulation test environment. 

Control flow and simulation test environment for the proposed AMBA multiprocessor 

interface is shown in Fig. 3.   

In this design specification we are using four AMBA Master AHB bus and three input 

signals which are HADDR, HWDATA and HRDATA. These signals will go to the slaves 

which can be RAM, REGISTER, and FIFO etc. These three master signals cannot reach the 
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slaves altogether at a time. So, for this arbiter will select which signal will reach the slaves first. 

There are address and control mux, write data mux, read data mux and decoder. This design 

specification is implemented for 32-bit, 64 bit and 128 bits. The address signal HADDR will 

address the signal. If the arbiter selects 00 then it will select HADDR1, for 01 it is HADDR2, 

for 10 it is HADDR3 and for 11 it is HADDR4 like this [6]. Same thing will be applicable for 

other signals [7]. 

3.1  Top Level Block Diagram of Multiprocessor Access 

Interface allows three AMBA AHB processors to access the target areas according 

memory mapping of each processor address bus value. Target areas can be Control and Status 

Registers, Memory, FIFO, UART, PCI Interface and Network Link. Figure 4 shows the block 

diagram of interface in multiprocessor access [2,6]. 

 

(a) 

 

(b) 

Fig. 4: (a) Top level block diagram in AMBA multiprocessor access, and (b) major blocks inside the 

interface [2,6].  

3.2  State Machine 

This is a very vital block for the interface. It determines when different output signals will 

come in effect. Two most significant signal of this block is next state and current state both of 

which are 3 bit signals. To generate next state some other signals are needed like HWRITE, 

registered version of HWRITE (Reg. write), accept and current state as well. Next state and 

current state will be used as internal input signals in other blocks [7]. 
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Fig. 5: Processor access control state machine. 

3.2.1 Write Output Generator  

This sub-block is implemented by a DFF. Here input will be taken as HCLK, HRESET 

and HWDATA then output will be driven to PWDATA. Here reset is asynchronous.  

3.2.2 Read Output Generator  

To implement this one more DFF is used. Here input will be taken as HCLK, HRESET 

and PRDATA. The output will then drive to HRDATA. Asynchronous reset is used.  

3.2.3 AHB Transfer Output Generator  

Here transfer generation is used as output HREADYOUT and HRESP as response signals. 

State machine and AHB inputs generates HREADYOUT. To show the complete of transfer 00 

is always set to HRESP. 

3.3  AHB Arbiter 

The bus arbiter guarantees that only one bus master can initiate data transfers at any given 

time. Despite having a fixed arbitration protocol, various arbitration algorithms, such as highest 

priority or fair access, can be implemented based on the specific requirements of the 

application. An AHB system typically incorporates only one arbiter, although this is a 

straightforward setup in single bus master systems. The AHB decoder is responsible for 

decoding the address of each data transfer and generating a select signal for the slave involved 

in the transfer. In all AHB implementations, a single centralized decoder is necessary [4]. 

3.3.1 Arbitration System  

The arbitration mechanism's primary purpose is to uphold the principle of allowing only 

one master to utilize the bus at a time. This function is executed by the arbiter, which assesses 

multiple requests from potential bus users and identifies the current highest-priority master 

seeking bus access. Furthermore, the arbiter handles requests from slaves wishing to execute 

SPLIT transfers. For slaves not engaged in SPLIT transfers, the intricacies of the arbitration 

process may not be relevant, but it's essential for them to acknowledge that a series of transfers 

could remain incomplete if the bus's ownership status changes [8]. 
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Fig. 6: Arbitration system inside the interface [9]. 

3.3.2 Arbitration Control State Machine 

 

 

Fig. 7: State transitions of dual mode arbitration under Round Robin. 

4. RESULTS AND DISCUSSION 

The proposed system has implemented the interface by design using four master AMBA 

AHB buses and each contains three input signals HADDR, HWDATA and HRDATA. We 

tested the input signals in Verilog HDL. In our result we got some signals of high impedance 

which were not expected. But the other outputs of the timing diagram were according to our 

desired output. This work is extended to simulation part. And further work will cover the 

simulation of the designed part. After implementing design improvements, simulation results 

will be studies and timing diagram will be analyzed and compare with results. Efficient usage 

of logic synthesis tools will limit area requirements and power consumption of transistors 

inside chip as per requirements of the design. The wave form of simulation of the design is 

shown in Fig. 8.  
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Fig. 8: The Verilog functional simulation results of the proposed system. 

The Verilog HDL RTL code has been synthesized using Xilinx XST targeting its FPGA 

device. Figures show the synthesized blocks and logics. 

   

(a)       (b)         (c) 

Fig. 9: Synthesized top bock design (a), Synthesized Internal logic of the Interface part-1 (b) and 

Synthesized Internal logic of the Interface part-2 (c). 
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The synthesis reports are shown in Table 1. Analyzing FSM < FSM_0 > for best encoding. 

Optimizing FSM < FSM_0 > on signal < currentstate [1:3] > with gray encoding. 

Table 1: Logic state, and list of components and their numbers 

 

While previous research has explored multiprocessor system interfaces, our work takes a 

unique approach by focusing on multi AMBA AHB system processors, which has not been 

extensively addressed before [5]. Unlike prior studies that concentrated on a single signal, we 

have developed our interface design to accommodate four AMBA AHB bus protocols, 

effectively serving as masters for these protocols. These protocols utilize three crucial input 

signals: HADDR, HWDATA, and HRDATA. 

Furthermore, considering the ever-evolving landscape of technology, we have future-

proofed our design to support not only the current 32-bit standard but also 64-bit and even  

128-bit configurations [9]. Our upcoming plans involve delving into system coalescence to 

enable efficient bulk data access. We aim to implement two distinct arbitration systems, namely 

Fixed and Round-Robin, which will come into play when multiple processors simultaneously 

require access to the same location. This forward-looking approach positions our research to 

make a meaningful contribution to the future of processor technology. 

5. CONCLUSION 

This study aims to develop a cutting-edge System-On-Chip (SoC) with a high-speed 

processor by introducing an efficient integrated interface. The primary goal of this research is 

to create an interface that supports multiple AMBA AHB system processors. The project 

involves the design of multiple AHB Masters within a multi-AMBA system using Verilog 

HDL. Building upon the concepts presented in the references, this work delves into the 

intricacies of multiprocessor concurrent access, including the implementation of advanced 

arbitration mechanisms and coalescing techniques. The anticipated result of this research is the 

potential to contribute to the development of future high-tech chips with intricate 

functionalities operating at top speeds. 
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ABSTRACT:  DC-DC converters with significant gain, ripple-free input current, and shared 

ground are required to elevate the output voltages of batteries, fuel cells, and Photovoltaic 

sources. The proposed topology utilizes a solitary switch to control the circuit and it has 

additional inculpation of a voltage doubler cell at the load side, a switch capacitor cell in the 

middle, and a quadratic cell at the output side. These cascaded configurations lead to 

significant voltage gains at moderate duty cycle rates. Additionally, the voltage stress over 

the power components is negligible, coming in under one-third of the resultant voltage. 

Moreover, the number of cells at the input and output side can be extended to obtain high 

voltage according to the requirements of the load. The gain in voltage, efficiency, and 

normalized voltage stress of the semiconductor elements in the circuit are examined 

concerning other solutions found in the literature. Eventually, photovoltaic and battery 

sources were included to analyze the proposed topology to confirm the circuit’s multifaceted 

functionality. The circuit was developed for 270 W, 440 V output from 36 V input, and a 40 

kHz switching pulse was used to drive the switch. The theoretical and simulation analysis 

states that incorporating photovoltaic and other sources did not deteriorate the transformation 

efficiency. Simulink and PSIM analysis found that the circuit successfully transferred 95% 

power from source to load. 

ABSTRAK: Penukar DC-DC yang mempunyai gandaan ketara, input arus bebas riak dan 

pembumi berkongsi penting bagi meningkatkan voltan keluar bateri, sel bahan api dan sumber 

fotovolta. Topologi yang dicadangkan ini menggunakan suis tersendiri bagi mengawal litar 

dan ia mengandungi sel pendua voltan tambahan bagi menghentikan arus di bahagian beban, 

sel suis kapasitor di tengah dan sel kuadratik di bahagian voltan keluar. Konfigurasi berturutan 

ini membawa kepada gandaan voltan ketara pada kadar kitar tugas sederhana. Tambahan, 

tekanan voltan ke atas komponen kuasa boleh diabaikan, iaitu satu pertiga daripada voltan 

terhasil. Selain itu, bilangan sel di bahagian kemasukan dan keluaran arus boleh dilanjutkan 

bagi mendapatkan voltan tinggi mengikut keperluan beban. Gandaan voltan, kecekapan dan 

tekanan voltan ternormal pada bahan dalam litar semikonduktor diperiksa dengan menyamai 

penyelesaian lain yang ditemui dalam kajian terdahulu. Akhirnya, sumber fotovolta dan bateri 

dimasukkan bagi menganalisis topologi yang dicadangkan bagi mengesahkan fungsi pelbagai 

rupa litar. Litar yang dibangunkan ini digunakan pada kuasa 270 W, pada aras voltan 440 V 

dengan kemasukan voltan 36 V dan suis operasi berfrekuensi 40 kHz. Analisis teori dan 

simulasi menyatakan bahawa gabungan fotovolta dan sumber lain tidak mengurangkan 

kecekapan transformasi. Analisis Simulink dan PSIM mendapati litar ini berjaya 

memindahkan 95% kuasa dari sumber kepada beban. 

KEYWORDS: PV system; MPPT; DC-DC converter; voltage stress on semiconductor; 

CCM; DCM 
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1. INTRODUCTION  

High voltage gain power electronic converters are crucial to the renewable energy system 

field because of their linking capability between RES and electrical power systems. They are 

widely used in electrical systems, including electric trains, satellites, electric vehicles, street 

lighting, battery charging, tracking a PV array’s MPP, and high-voltage DC transmission [1]. 

The voltage output from a solar PV array or a fuel cell is rather low and contingent upon 

external conditions [2]. PV systems are designed in a series-parallel arrangement to obtain high 

output voltage. However, this configuration lowers efficiency and increases system size [3]. 

Hence, a high-boosting factor configured converter is used for these voltage-boosting 

applications because it can alter the converter’s duty cycle to raise the voltage at the output to 

significantly higher levels relative to its input. 

Figure 1 depicts the overall design of a DC grid-tied diagram using an HVG DC-DC step-

up converter. As a result, various configurations of these kinds of topology have been put out 

in the literature to achieve the required voltage output [4]. 

 

Fig. 1: Basic structure of the proposed converter applications. 

These types of topologies can be classified as current-fed or voltage-fed, isolated or non-

isolated, unidirectional or bidirectional, and soft-switched or hard-switched type. The 

transformer is used in an isolated converter topology to increase voltage at the input side by 

modifying its turn ratio [5]. On the other hand, these converters have a strong secondary side 

voltage overload and an excessive input current ripple content [6]. Furthermore, the two main 

disadvantages of isolated converters are leakage energy, heavy transformers, and multiple 

stages of the power conversion procedure [7]. As a result, non-isolated configurations such as 

Boost, Buck-Boost, CUK, and SEPIC converters are being utilized to adjust the system’s 

performance [8,9]. They are commonly used because these converters are easy to use, 

affordable, effective, and have a wide variety of useful applications.   

Many methods, such as the employment of a voltage multiplier, switched inductor, 

switched capacitor, etc., are employed to improve the functionality of high-gain converters. 

High-efficiency, step-up DC-DC converters have been presented in [10]. Active clamps have 

been used in these converters to recuperate leakage energy and lessen the problem with the 

diode’s reverse recovery. The suggested converter in [11] obtained a considerable step-up 

voltage gain by combining a switching capacitor and two linked inductors. Furthermore, the 

reduced resistance had reduced conduction losses, thereby raising efficiency and lowering the 

diodes’ reverse recovery.  
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A highly effective method using dual-coupled inductors and an efficient step-up DC-DC 

converter for grid-tied solar systems has been demonstrated in [12]. Using a few extra auxiliary 

parts, a modified SEPIC circuit with a marginally greater gain than a boost converter has been 

described in [13]. Quadratic gain structures are introduced to boost the gain in [14] further, and 

when the duty ratio exceeds 70%, the quadratic converter produces higher gains. 

Consequently, inductor core saturation is a serious issue in these kinds of high-frequency 

operating converters. The voltage transformation can now be enhanced using quasi-z-source 

and z-source networks in conjunction with SC, SI, or other voltage-amplifying topologies. The 

converters described in [15] have higher element voltage stress and less gain in voltage. 

However, the converter’s power density drops when more inductors are used. Additional 

boosting circuits and a dual switch-based flipping capacitor are employed to raise the gain. The 

topologies developed in [16] can attain high voltage gain (HVG) with higher efficiency. 

Nevertheless, the incorporation of a PV source deteriorates the input current smoothness and 

lessens the output voltage level. Moreover, most topologies are not compatible with tracking 

optimum power in the shortest time. Some topologies can track maximum power, but they offer 

high steady-state oscillation.   

This brief proposes a single switched SC-employed non-isolated improved voltage gain 

DC-DC converter to address the shortcomings. Common ground, constant input current with 

little ripple content, HVG at varying duty ratios, and decreased voltage stress on components 

are all aspects of the suggested topology. With considerable efficiency, it can generate 440 V 

from 36 V of input even at a low-duty cycle. The steady-state investigation in DCM and CCM 

mode, the PV source implementation, MPP tracking analysis, performance comparison, and 

assessment are covered in the remaining sections of the study. 

2. DESCRIPTION OF PROPOSED CIRCUIT 

The suggested converter is being introduced to increase voltage gain using fewer 

components and reducing the stress caused by the voltage across the output semiconductor. 

The PV output is connected to the MOSFET switching circuit through an electric charge pump 

network. Finally, the output of the circuit uses a voltage doubler network and is connected to 

the load, as shown in Fig. 2. The circuit has two functioning modes since the MOSFET switch 

has two modes of operation: ON and OFF. 

 

Fig. 2: Proposed design. 

2.1  CCM Analysis of the Proposed Converter 

When the converter operates in Continuous Conduction Mode (CCM), the current passing 

through the inductor never zeroes out throughout the switching cycle. It indicates that the 

inductor continuously receives current and is not completely discharged during the switching 
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cycle’s off-time. Designing DC-DC converters that are dependable and efficient requires the 

use of CCM analysis, particularly in situations where a steady and tightly monitored output 

voltage is required. 

2.1.1 When Switch is ON (0 ≤ t ≤ DT) 

When the MOSFET switch 𝑆 is turned ON, the diodes 𝐷2, 𝐷4, 𝐷6, and 𝐷8 are forward-

biased, and diodes 𝐷1, 𝐷3, and 𝐷6 are reverse-biased, the flow direction in this situation is 

shown in Fig. 3. The PV energy is pumped to store in the 𝐿1, simultaneously the storage energy 

of 𝐶1 is pumped to store in the 𝐿2. The output diode-capacitor doubler circuit is in action and 

increases the voltage across the load. 

 

Fig. 3: Current flow direction when the MOSFET Switch is ON. 

2.1.2 When Switch is OFF (0 ≤ t ≤ DT) 

When the MOSFET switch is turned OFF, the diodes 𝐷1, 𝐷3, 𝐷5, 𝐷6 and 𝐷7 are forward-

biased, and the diodes 𝐷2, 𝐷4 and 𝐷7 are reversed bias. Capacitors 𝐶4 and 𝐶5 are connected in 

parallel; thus, voltage drops across them are equal. Capacitor 𝐶1 discharge through 𝐿2 and 

stored the electrical energy for the next half cycle simultaneously. The capacitor 𝐶4 discharge 

through the load, the current flow direction is shown in Fig. 4. 

 

Fig. 4: Switch OFF operating principle. 

2.1.3 Voltage Gain 

The volt/sec change approach is implemented on the inductor to calculate the voltage gain.  
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After solving the Eq. (1), the voltage across the capacitor 𝐶1 can be calculated as, 
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Similarly, the voltage across the capacitor 𝐶2 can be calculated as, 

    
1 1 2

0

( ) 0
S S

S

DT T

C C C

DT

V dt V V dt+ − =             (3) 

        

2 2(1 )

PV
C

V
V

D
=

−
               (4) 

The output voltage across the load can be calculated as,  

    
0 2

3

(1 )

inV
V

D
 =

−
           (5) 

where 𝐷 is the duty cycle of the switching frequency. 

2.2  DCM Analysis of the Proposed Converter 0 ≤ t ≤ (1 − D − Dx)Ts 

In discontinuous conduction mode (DCM), the current flowing through the inductor 

becomes zero. Hence, there will be no voltage drop across the inductor. As a result, no power 

is pulled from the source or the inductor. Both output capacitors C5 and C6 deliver current to 

the load. Figure 5 shows the operating diagram of DCM. 

RL
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Fig. 5: DCM diagram of the circuit. 

2.3  Ripple Current Computation 

For a lossless circuit as an assumption, the equation of input and output power can be 

written as, 

PV out

PV PV o o

P P

V I V I

=

=
           (6) 

Considering the current through the L1 inductor is equal to the input current Ipv  
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2.4  Assessment of Voltage Stresses on Semiconductor Device 

The voltage stress across semiconductor devices appears during their reverse-biased state. 

For the first operating mode, the following voltage equation can be written as,  

1 2D LV V=            (8) 

2 1L CV V=            (9) 

1
(1 )

PV
C

V
V

D
=

−
         (10) 

1
(1 )

PV
D

V
V

D
=

−
         (11) 

Similarly, the voltage stress across the other diodes is summarised in Table 1. 

Table 1: Voltage stress across semiconductor components 

Parameters Voltage Stress Parameters Voltage Stress 
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3.    PERFORMANCE OF THE CONVERTER WITH BATTERY SOURCE 

MATLAB/Simulink and PSIM software simulated the recommended converters and 

validated the theoretical formulation. The parameters taken into account for the simulation are 

𝑉𝑖𝑛 = 36 V,  𝑉𝑜 = 440 V, 𝐷 = 0.5, 𝐶1 = 250 µ𝐹,  𝐶2 = 𝐶3 = 40 µ𝐹,  𝐶4 = 𝐶5 = 𝐶6 = 100 µ𝐹, 
𝐿1 = 𝐿2 = 2.5 𝑚𝐻 and 𝑅𝐿 = 750 Ω. The switching frequency of the MOSFET switch is 

40 𝑘𝐻𝑧. Fig.7 displays the input-output voltage and current profile. The resultant 440𝑉 output 

voltage with 0.58 A current appeared across a 750 Ω load. The inductor current is 6.9𝐴, while 

the ripple current is 0.17 A, which is 2.4% of the average current. The average value of the 

voltage across 𝐶1 is 72 V when the voltage over the rest of the capacitors is around 146V, the 

voltage between capacitors 𝐶5 is increased to 150 V and becomes 292 V. Figure 6(a) and 6(b) 

show the proposed circuit’s input voltage and current signal. Figure 6(c) and 6(d) demonstrate 

the output voltage and current.  

The peak-to-peak output voltage difference is less than 0.25, which is a promising example 

of low fluctuation. The proposed topology has been incorporated with a 36 V battery source 

during simulation. The waveform characteristics of the proposed topology have been verified 

for voltage across each circuit element and semiconductor components. The simulation output 

of each component in terms of voltage and current flowing through them complies with the 

theoretically obtained output, as displayed in Fig. 6. 
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(a) (b) 

 

(c) (d) 

Fig. 6: Input voltage (a), Input current (b), output voltage (c) and output current waveform  

of proposed design. 

4.   PERFORMANCE OF THE CONVERTER WITH PV SOURCE 

PV systems generally have intermittent characteristics, poor stability, and lower energy 

efficiency during conversion. The MPPT algorithm is required to guarantee that the solar 

energy system can produce the most electricity possible. The proposed design has been 

incorporated with the PV source to ensure the optimum power obtained from the PV source. 

Two parallel strings are used for simulation, each containing three modules. The maximum 

power of the PV panel is 1050.55 watts, shown in the PV curve of Fig. 7. The Perturb and 

Observe (P&O) algorithm has been utilized to ensure the tracking of optimum power [17].  

 

(a) (b) 

Fig. 7: Characteristics of the implemented solar module (a) I-V and (b) P-V. 

 
(a) (b) 

 

(c) (d) 

Fig. 8: Graphical representation of the proposed system (a) MPP module, (b) converter output voltage,  

(c) PV output voltage and (d) PV output current. 
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Figure 8(a) shows the proposed converter tracking efficiency capability with less tracking time 

and less steady-state oscillation. Incorporating the MPPT controller did not affect the boosting 

factor of the circuit. Figure 8(b) shows the converter output voltage, which complies with the 

battery output voltage. The PV current and voltage waveform are demonstrated in Fig. 8(c) and 

(d), which show the resemblance of the I-V curve in Fig. 7(a).   

5. COMPARATIVE ANALYSIS 

The suggested converter was contrasted with its more recent counterpart to verify the 

viability of the recommended converters successfully. Eight recently developed step-

up converter circuits were compared. A detailed comparison is made between the various 

features of these converters concerning voltage across semiconductors, efficiency, and boost 

factor. Figures 9, 10, 11 graphically represent the performance of different circuit topologies, 

including the proposed design. In the figure, the x-axis number within the square bracket 

represents the reference number of the article to home compared to the proposed design.  

 
(a) (b) 

Fig. 9: Performance of various topologies (a) voltage boosting and  

(b) efficiency concerning power comparison. 

 
              (a)                                    (b) 

Fig. 10: Represents (a) voltage gain concerning voltage stress and  

(b) voltage stress comparison of various topologies. 

270



IIUM Engineering Journal, Vol. 25, No. 1, 2024 Motakabber et al. 
https://doi.org/10.31436/iiumej.v25i1.3093 

 

 

 

Fig. 11: Percentage voltage drops across each element of the proposed topology. 

6. CONCLUSION 

This paper proposes a unique design of non-isolated boost topology with a large 

conversion efficiency. A thorough discussion of the theoretical analysis and operating 

principles is provided in detail here. With neither an excessive duty cycle nor a high turns ratio, 

the suggested converter has been effectively built to obtain an extremely high step-up voltage 

gain. The suggested converter’s construction might be expanded by increasing the QC and 

VDC cell to attain a greater step-up voltage boosting range. A significant reduction in the 

voltage stress on semiconductors was observed concerning gain. The primary side’s quadratic 

structure contributed to a notable reduction in the input current fluctuation. Having low 

distortion in input current the proposed topology could efficiently track the optimum power of 

the PV panel without deteriorating circuit transformation efficiency. The circuit transformation 

efficiency was found to be 95%, whereas 98% transformation efficiency was observed for 

MPPT. A comparison between the suggested converter and other recently developed topologies 

is provided for better justification. The result analysis section complies with the similarity 

between analytical and simulation output. Considering all these merits, the suggested converter 

is ideally suited for integrating RES and battery sources, which requires high effectiveness and 

voltage enhancement. 
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ABSTRACT:  Gold nanobipyramids (GNBPs) have high selectivity in detecting changes in 
their surrounding medium because of their electric field enhancements and larger surface 
areas. In this study, we functionalized GNBPs using a thiol group that acts as a ligand to 
improve the detection performance of the analytes. The investigation is carried out by varying 
the functionalization periods from 12 to 72 hours. The optimum thiol-functionalized GNBPs 
(t-GNBPs) are obtained in 60 hours, with a length of 36.84 ± 2.05 nm, a width of 24.02 ± 0.74 
nm, and an aspect ratio of 1.54 ± 0.11. Then, the optimum t-GNBPs are used as a sensing 
material in a plasmonic sensor to detect glucose. The limit of detection (LoD) of glucose is 1 
μM for this sensor. The plasmonic sensor has been successfully built with reliable 
performance in detecting glucose with excellent linearity, sensitivity and R2 = 1; good 
selectivity compared to four similar chemical structure analytes; high stability with a low error 
value, i.e., ± 0.02 a.u.; and almost consistent repeatability values in each cycle with low 
percent variance of 0.000025% for the t-SPR area and 0.000032% for the l-SPR area. 
Therefore, a plasmonic sensor based on t-GNBPs is an alternative method of detecting glucose 
with high sensitivity, selectivity and repeatability.  

ABSTRAK: Nanobipiramid Emas (GNBPs) memiliki selektiviti yang tinggi dalam mengesan 
perubahan medium sekitar kerana memiliki peningkatan medan elektrik dan luas permukaan 
yang besar. Kajian ini merupakan fungsionalisasi terhadap GNBPs dengan menggunakan 
kumpulan thiol sebagai ligan bagi meningkatkan prestasi pengesanan analit. Kajian ini  
dilakukan dengan mempelbagaikan tempoh masa fungsionalisasi dalam julat waktu 12 hingga 
72 jam. GNBPs optimum yang difungsionalisasi oleh thiol (t-GNBPs) diperoleh pada 60 jam, 
dengan panjang 36.84 ± 2.05 nm, lebar 24.02 ± 0.74 nm, dan nisbah aspek 1.54 ± 0.11. 
Kemudian, t-GNBPs optimum digunakan sebagai bahan penderia pada sensor plasmonik bagi 
mengesan glukosa. Limit pengesanan glukosa (LoD) bagi sensor ini adalah sebanyak 100 μM. 
Sensor plasmonik telah berhasil dibangunkan dengan kecekapan boleh percaya dalam 
mengesan glukosa dengan lineariti dan sensitiviti sebanyak R2 = 1. Pemilihan yang baik 
dibandingkan dengan 4 analit yang sama dari segi struktur kimia. Kestabilan yang tinggi 
dengan nilai ralat rendah iaitu ± 0.02 a.u, dan memiliki nilai keberulangan yang hampir 
konsisten pada setiap kitar dengan peratusan varian rendah iaitu sebanyak 0.000025% bagi 
bahagian t-SPR dan 0.000032% bagi l-SPR. Oleh itu, pengesan plasmonik berdasarkan t-
GNBPs ini adalah kaedah alternatif bagi mengesan glukosa dengan sensitiviti, selektiviti, dan 
kebolehulangan yang tinggi. 
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1. INTRODUCTION
Gold is a metal nanoparticle commonly used as a sensing material due to its unique surface

plasmon resonance (SPR) property that makes it sensitive to the surrounding medium. In 
addition, this metal has high biocompatibility and reactivity, low cost, and is non-toxic and 
environmentally friendly [1]. The SPR properties of gold nanomaterials depend on their shape 
and size, with nanospherical being the most synthesized nanoparticles. Other than that, several 
forms of non-spherical gold nanoparticles have been successfully synthesized, such as nanorod, 
nanorice, nanoplate, and nanoarray, each of which can be used to detect mercury (II) and Hg2+ 
ions [2], boric acid [3], as well as sepsis [4]. Moreover, a form of non-spherical gold 
nanomaterial with high figures of merit is gold nanobipyramids (GNBPs), which has higher 
sensitivity and the potential to be applied as a sensing material in sensor systems [5]. The 
GNBPs have local field enhancements, a wider surface area than other forms, and a spectral 
surface that can be modified. The applications of GNBPs as sensing material include detecting 
glyphosate [5], aflatoxin B1 [6], and dopamine [7], using various detection methods. In this 
study, GNBPs have been synthesized and act as a sensing material for SPR-based sensors, 
called plasmonic sensors. The plasmonic sensor is chosen because it can detect analytes quickly 
and accurately.  

The plasmonic sensor was built to detect glucose as a pre-indicator of diabetes. Diabetes 
is a type of disease in which the body is unable to produce insulin hormone properly, resulting 
in the body's inability to process carbohydrates into a source of energy, which is characterized 
by fluctuations in blood sugar from its normal range and can increase the prevalence of 
complications compared to other types of disease. According to the World Health Organization 
(WHO), diabetes is predicted to be the 7th most significant cause of death in 2030 [8]. 
According to a study conducted by Pouya et al., using the logistic regression method, it is 
predicted that people with diabetes worldwide will reach 578 million in 2030 and 700 million 
in 2045 [9]. Meanwhile, Malaysia was ranked 4th on the list of countries with the most diabetics 
in Southeast Asia in 2016. Then, Malaysia was also ranked as the 1st country with the highest 
number of people with diabetes in the West Pacific in 2018, with a prevalence reaching 16.8% 
and affecting 3.6 million people from the total adult population. Also, the annual costs incurred 
by Malaysia reached US$ 600 million [10]. Thus, it is crucial to have the glucose detection 
system to improve diabetes care and the plasmonic sensor is an alternative method to solve this 
problem. 

Functionalization was performed on the GNBPs surface to produce additional ligands that 
bind with the targeted analyte. Thiol, as one of the functionalization agents, is commonly used 
for detecting glucose due to its ability to conjugate with strong affinity on the nanoparticle 
surface. Therefore, it can bind with carbohydrate molecules such as glucose and increase the 
sensor's selectivity, characterized by long emission waves [11]. Thus far, several researchers 
have reported that thiol can be used in gold nanoparticles to detect glucose. A study by Samanta 
et al. performed glucose detection based on gold nanospheres [12]. Then, a study by Asim et 
al. used thiol to functionalize thin gold film as a sensing material [13]. Another structure is 
cubes functionalized with thiol, used in the study by Zhenyu et al. with an electrochemical 
detection method [14]. Meanwhile, GNBPs have shown a promising and greater potential 
structure to be functionalized with thiol and used to detect glucose as well due to their several 
advantages, i.e., the higher figure of merit value compared to other structures. Hence, this study 
proposes thiol-functionalized GNBPs (t-GNBPs) as a sensing material for detecting glucose 
based on plasmonic resonance.  
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2. MATERIALS AND METHOD
2.1  Materials 

The materials used in this study were gold (III) chloride trihydrate (HAuCl4.3H2O), 
chloroplatinic acid hydrate (H2PtCl4.H2O), cetylmethylammonium bromide (C19H42BrN), 
sodium borohydride (NaBH4), ascorbic acid (C6H8O6), and (3-mercaptoropyl) trimethoxysilane 
which were purchased from Sigma Aldrich, USA. Silver nitrate (AgNO3) and hydrochloric 
acid (HCl) were purchased from RCI Labscan. 

2.2  Preparation of Gold Nanobipyramids 

2.2.1 Synthesis 

The synthesis method used was the bottom-up seed-mediated growth method (SMGM) 
which is divided into two processes, i.e., seeding and growth, as mentioned in the previous 
studies [5]. The materials needed to produce bipyramid nanoseeds solution include 
HAuCl4.3H2O (0.15, 0.01 M), H2PtCl4.H2O (0.1 mL, 0.01 M), C19H42BrN (9.75 mL, 0.1 M), 
and cold NaBH4 (0.9 mL, 0.01 M), which were mixed and then left undisturbed for 2 hours at 
27 ºC. After 2 hours, the nanoseeds were used for the growth process. The materials needed to 
produce growth solutions include HAuCl4.3H2O (0.875 mL, 0.01 M), H2PtCl4.H2O (0.0025 
mL, 0.01 M), C19H42BrN (20 mL, 0.1 M), AgNO3 (0.2 mL, 0.01 M), HCl (0.4 mL, 1 M), 
C6H8O6 (0.16 mL, 0.1 M), and 0.05 mL of nanoseeds. The materials were mixed and left 
undisturbed for 2 hours at 27 ºC. After 2 hours, the growth solution was functionalized with 
thiol groups.  

2.2.2 Functionalization 

The thiol group (3-mercaptopropyl) trimethoxysilane was diluted in 20 mL ethanol (10 
mM) for the functionalization solution. Then, 2 mL of functionalization solution was added to 
the growth solution and stirred at 500 rpm with several time variations. The time variations in 
the stirring process included 12 hours, 24 hours, 48 hours, 60 hours, and 72 hours. Meanwhile, 
the temperature during the stirring process was kept constant at 27 ºC.   

2.2.3 Characterization 

In this work, the characterization was carried out using ultraviolet - visible (UV - Vis), X-
Ray Diffraction (XRD), and Field Emission Scanning Electron Microscopy (FESEM). Each 
technique was used to observe the optical, structural, and morphological properties of t-
GNBPs. For UV-Vis characterization, the UV-1800 Shimadzu Spectrophotometer (Japan) 
instrument was used with a wavelength range of 400 nm – 1000 nm. The XRD characterization 
uses the Bruker D8 Advance X-Ray Diffractometer (Germany) device with an angle range of 
20º - 60º. Meanwhile, the FESEM characterization uses the Joel JSM-7600 Field Emission 
Scanning Electron Microscopy (USA) instrument. The characterization samples were 
centrifuged for 30 minutes at 5000 rpm and then dispersed in a deionized water (DIW) solution. 
This process was repeated three times. After that, the residue was mixed with 25 μL DIW and 
deposited on glass and ITO substrates for XRD and FESEM characterization, respectively. 
Finally, the sample substrate was dried in an oven for 30 minutes at 50 ºC.  

2.3  Preparation of Analytes 

The glucose target analyte (20 mL) was prepared with various concentrations, including 
100 μM, 101 μM, 102 μM, 103 μM, 104 μM, 105 μM, and 106 μM. This variation was selected 
to improve the range of glucose levels in an automatic insulin delivery system with adjustable 
glucose in a previous study, i.e., 110 mg/dL – 150 mg/dL (6111.1 μM – 8333.3 μM) [15]. For 
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the selectivity study, lactose, natrium, vitamin C, and calcium were used as analytes, each was
prepared in 20 mL with a concentration of 101 μM. 

2.4  Plasmonic Sensor Setup

The plasmonic sensor comprises six components: a light source, simplex fiber optic, 
chamber, material sensing, and a computer equipped with Ocean View Software to analyze the 
absorbance spectrum data. The component setup used is shown in Fig. 1. This component setup 
refers to previous research on herbicide detection using gold nanorods [16]. In contrast, for 
detecting formaldehyde, boric acid, and glyphosate, the duplex fiber optic type was used to 
have a different setup [5].

Light source

Chamber

Spectrometer

ComputerFiber optic

USB
Chamber

Glucose

Thiol

GNBPs

Fig. 1: The setup of the plasmonic sensor for glucose detection.

3. RESULTS AND DISCUSSION
3.1  Synthesis of GNBPs  

GNBPs were successfully synthesized using the SMGM method. The initial observation 
was made by analyzing the color change in the solution during the synthesis process. After 
successful seeding, the nanoseeds solution turned brown, as shown in Fig. 2(a). This color is 
consistent with previous research [17], which said that a color change indicates a nanoseeds
size of 4 nm. Meanwhile, the solution changed color to purple for the growth process, as shown 
in Fig. 2(b), which appeared during the first 30 minutes of reaction time. In this process, 
C19H42BrN functions as a capping agent which controls the elongation of gold particles. Then, 
adding AgNO3 affects the formation of GNBPs during the growth process. 

(a) (b)

Fig. 2: Color visualization of (a) nanoseeds solution and (b) growth solution.
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3.2  Effect of Thiol Functionalization on GNBPs 

Functionalization of GNBPs using thiol was successfully carried out after the growth 
solution was produced. The solution was prepared using 12- to 72-hour time variations to 
determine the optimum and specific functionalization time. After the stirring process with a 
magnetic stirrer, the resulting t-GNBPs solution is shown in Fig. 3. The solution's color 
changed from dark purple to light purple as the functionalization time increased. Thus, it can 
be confirmed that t-GNBPs were successfully formed. As a comparison, an unfunctionalized 
solution was also observed and denoted as 0 hours. 

(a) (b) (c) (d) (e) (f)

Fig. 3: Final color solution after functionalization with (a) 0 hours, (b) 12 hours, (c) 24 hours, (d) 48 
hours, (e) 60 hours, and (f) 72 hours.  

Optical characterization was carried out using UV-Vis. The resulting absorbance spectrum 
is shown in Fig. 4. The figure shows the spectral region in the range of 400 – 1000 nm and has 
two peaks, namely Transverse Surface Plasmon Resonance (t-SPR) in the area of 500 nm – 
600 nm and Longitudinal Surface Plasmon Resonance (l-SPR) in the range of 700 nm – 900 
nm. The intensity and peak positions of the absorbance spectrum are formulated in Table 1. 
Based on the data in Fig. 4 and Table 2, it was found that the absorbance spectrum underwent 
a hyperchromic shift in the range of 0 hours – 60 hours. In contrast, the hypochromic change 
occurred in the range of 60 hours – 72 hours. Thus, t-GNBPs with a functionalization time of 
60 hours are the optimum sample, also used as a sensing material in a plasmonic sensor. 
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Fig. 4: The UV-Vis Spectrum of t-GNBPs. 
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Table 1: Position of the peak wavelength and absorbance of t-GNBPs in the t-SPR and l-SPR areas 

Sample (hours) t-SPR l-SPR 
λ (nm) I (a.u.) λ (nm) I (a.u.) 

0 586 0.942 855 1.249 
12  536 0.606 874 0.851 
24 540 0.735 843 0.966 
48 542 0.791 830 1.024 
60 544 0.881 810 1.117 
72 559 0.551 804 0.764 

XRD was used for structural characterization to determine the chemical and crystal 
structure composition of the t-GNBPs, as shown in Fig. 5. The figure shows six samples and 
their detailed diffraction peak positions are detailed in Table 2. Each sample shows two 
diffraction peaks in the range of 20º - 60º. The positions of the two peaks follow the standard 
Inorganic Crystal Structure Database (ICSD) file No. 98-061-1625, with the resulting gold 
particles having a face-centered cubic (FCC) crystal structure. The crystal size of t-GNBPs was 
calculated using the Debye-Scherrer equation. The highest peak was obtained in the (111) plane 
at 38.105º – 38.369º, indicating that the dominant preferred orientation of the crystal is parallel 
to the surface of the substrate. Another FCC gold nanocrystal was found in the (200) plane at 
44.458º – 44.555º. In general, the functionalization process slowly increased the intensity of 
the (111) and (200) planes compared to pure GNBPs.  

 
Fig. 5: XRD pattern of t-GNBPs. 

Table 2: Detailed of t-GNBPs XRD parameters 

Sample (hours) Plane (111) Plane (200) FWHM Crystallite 
Size (nm) 2  (º) I (a.u) 2  (º) I (a.u.) 

0 38.152 770.58 44.554 218.26 0.354 23.731 
12 38.369 1843.39 44.555 598.25 0.197 42.739 
24 38.212 1949.62 44.458 567.93 0.433 19.416 
48 38.294 1856.23 44.313 583.42 0.240 35.038 
60 38.108 1878.87 44.302 556.83 0.624 13.468 
72 38.239 1299.21 44.398 378.29 0.720 11.678 
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Subsequently, morphological characterization was performed using FESEM, as shown in 
Fig. 6, to confirm the shape. Then, the aspect ratio and surface density analysis were performed. 
The aspect ratio is the ratio between the length and width of the nanomaterial. Meanwhile, the 
surface density is the ratio between the area covered by t-GNBPs and the entire area [16]. The 
analysis and calculations were done using ImageJ Software, as shown in Table 3. Based on the 
data in Table 3, it was found that an increase in functionalization time has caused a decrease in 
surface density, length, width, and aspect ratio in general. The resulting truncated t-GNBPs 
(by-products) continued to increase along with the increase in functionalization time because 
as the functionalization time rose, the gold source decreased, causing some nanoseeds to have 
insufficient gold sources to grow as perfect GNBPs. The surface density directly correlates 
with the resulting LSPR phenomenon and sensor sensitivity [18]. Decreases in the length, 
width, and surface density have caused a reduction in the peak of the absorbance spectrum, a 
spectral shift towards blue (blue shift), and reduced sensitivity. In addition, increasing 
functionalization time affected the bipyramidal shape, which became spherical-like. This is 
because the excess functionalization agents or molecules can etch the nanobipyramids' surfaces 
and remove material from the sharp tips and edges of the bipyramids, leading to a more rounded 
shape. Moreover, the Ostwald ripening process can also occur, where smaller nanobipyramids 
dissolve and transfer material to larger particles, resulting in a more uniform and spherical 
morphology [19]. Therefore, the functionalization process has allowed a morphological 
change. 

   

   
Fig. 6: FESEM image of t-GNBPs synthesized with a variation of time (a) 0 hours, (b) 12 hours,  

(c) 24 hours, (d) 48 hours, (e) 60 hours, and (f) 72 hours.  
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Table 3: Length, width, and aspect ratio of sampled t-GNBPs and truncated t-GNBPs 

Sample 
(hours) 

Average Size 
t-GNBPs Truncated t-GNBPs 

Surface 
Density 

(%) 

Width 
(nm) 

Length 
(nm) 

Aspect 
Ratio 

Surface 
Density 

(%) 

Width 
(nm) 

Length 
(nm) 

Aspect 
Ratio 

0 19.08±6.09 31.31±8.33 59.37±2.97 2.09±0.37 7.08±0.32 27.10±0.34 22.72±0.92 1.04±0.03 
12  15.03±1.92 27.85±0.99 53.81±5.85 1.93±0.20 9.40±0.83 33.05±1.71 28.39±1.53 1.17±0.06 
24 11.53±1.13 25.86±0.75 44.58±4.15 1.73±0.16 7.88±0.58 27.02±1.04 29.10±1.06 1.08±0.00 
48 11.21±0.67 25.57±0.58 43.80±1.84 1.71±0.05 7.19±0.89 27.00±0.98 26.49±2.30 0.98±0.92 
60 8.84±5.32 24.02±0.74 36.84±2.05 1.54±0.11 5.17±0.57 23.02±1.08 22.33±1.46 1.03±0.02 
72 0.70±0.12 5.47±0.85 13.25±2.25 2.66±0.85 0.50±0.06 7.39±1.44 7.10±0.60 1.09±0.28 

3.3  t-GNBPs as a Sensing Material for Glucose Detection 

3.3.1 Plasmonic Response 

A plasmonic response test was performed to ensure that t-GNBPs can detect glucose. The 
system was observed in two mediums, DIW as a reference and glucose 101 μM as the target 
analyte. The test results are shown in Fig. 7.  
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Fig. 7: (a) The plasmonic response of t-GNBPs spectrum. DIW and glucose medium show (b) 

intensity change and (c) wavelength shift. 

Pure 101 μM glucose was also recorded by the plasmonic sensor system for comparison. 
The results show that pure 101 μM glucose does not have any peak, proving that the LSPR 
response generated by the plasmonic sensor is caused by t-GNBPs as material sensing. The 
positions of the peak intensity and wavelength of the system response are shown in Table 4. 
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Furthermore, t-GNBPs with various functionalization times were tested in the DIW and 101 

μM glucose medium, shown in Fig. 8 and Fig. 9, respectively. The precise peak position for 
each medium is shown in Table 5 and Table 6. It can be confirmed that 60 hours was an 
optimum functionalized time through its highest intensity spectrum compared to others in DIW 
and glucose medium. Then, t-GNBPs with 60 hours of functionalization time were used as 
sensing material to detect glucose and tested for sensor performances, namely sensitivity, 
selectivity, stability, and repeatability. 

 

Table 4: Sensor response using t-GNBPs in DIW and glucose 

Medium t-SPR l-SPR 
λ (nm) I (a.u) λ (nm) I (a.u.) 

Pure t-GNBPs 537.244 1.00 744.804 1.08 
DIW 536.391 0.98 744.010 1.06 

Glucose 535.539 0.96 743.215 1.04 
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Fig. 8: (a) The plasmonic response of t-GNBPs in DIW medium, with  

(b) t-SPR area and (c) l-SPR area. 

3.3.2 Sensitivity Test 

The sensitivity test used two test parameters, peak intensity and wavelength changes, 
referring to previous studies [5]. This test was conducted to determine the effect of t-GNBPs 
as a sensing material on the resulting sensor response. In this test, the medium used was glucose 
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with several concentration variations, i.e., 100 μM, 101 μM, 102 μM, 103 μM, 104 μM, 105 μM, 
and 106 μM. The resulting sensor response is shown in Fig. 10. Meanwhile, the peak intensity 
and wavelength positions are shown in Table 7.  

Table 5: The exact peak position of t-GNBPs in DIW medium 

Medium t-SPR l-SPR 
λ (nm) I (a.u) λ (nm) I (a.u.) 

12 544.056 0.83 751.150 0.91 
24 541.503 0.88 748.770 0.96 
48 538.948 0.93 746.390 1.01 
60 536.391 0.98 744.010 1.06 
72 533.832 0.95 741.625 1.03 
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Fig. 9: (a) The plasmonic response of t-GNBPs in glucose medium, with (b) t-SPR area and (c) l-

SPR area. 

Table 6: The precise peak position of t-GNBPs in glucose medium 

Medium t-SPR l-SPR 
λ (nm) I (a.u) λ (nm) I (a.u.) 

12 543.205 0.81 750.360 0.89 
24 540.651 0.86 747.980 0.94 
48 538.096 0.92 745.599 0.99 
60 535.539 0.96 743.215 1.04 
72 532.979 0.93 740.829 1.01 
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Fig. 10: (a) System response using t-GNBPs. DIW and glucose concentration variations show 

intensity and wavelength shifts in (b) t-SPR and (c) l-SPR. 

Table 7: The detailed peak intensity and wavelength position in system response. 

Glucose 
Concentration (μM) 

t-SPR l-SPR 
λ (nm) I (a.u) λ (nm) I (a.u.) 

0 536.391 0.98 744.010 1.06 
100  535.965 0.97 743.613 1.05 
101 535.539 0.96 743.215 1.04 
102 535.112 0.95 742.818 1.03 
103 534.686 0.94 742.420 1.02 
104 534.259 0.93 742.023 1.01 
105 533.832 0.92 741.625 1.00 
106 533.406 0.91 741.227 0.99 

Based on Fig. 10 and Table 7, it was found that an increase in glucose concentration caused 
a constant decrease in peak intensity of 0.01 a.u. In the t-SPR region, the peak intensity 
decreased from 0.98 a.u. to 0.91 a.u., while in the l-SPR area, it occurred from 1.06 a.u. to 0.99 
a.u. The decrease in wavelength and an increase in glucose concentration caused the 
absorbance spectrum to shift towards the blue region and it occurred constantly. In the t-SPR 
region, the shift in wavelength started from 536.391 nm to 533.406 nm, while in the l-SPR 
region, it appeared from 744.010 nm to 741.227 nm. Thus, t-GNBPs can be used as a sensing 
material to detect glucose in the range of 100 μM, 101 μM, 102 μM, 103 μM, 104 μM, 105 μM, 

284



IIUM Engineering Journal, Vol. 25, No. 1, 2024 Salsabiila et al. 
https://doi.org/10.31436/iiumej.v25i1.2811 

 
 

and 106 μM, or equal to 0.000198 mg/mL – 198.17 mg/mL. Then, the changes in glucose 
concentration to changes in peak intensity and wavelength are shown in Fig. 11 and Fig. 12, 
respectively.   
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Fig. 11: Linearity between glucose concentration and peak intensity changes in  

(a) t-SPR and (b) l-SPR region. 
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Fig. 12: Linearity between glucose concentration and wavelength shift in  

(a) t-SPR and (b) l-SPR region. 

Figures 11 and 12 show that t-GNBPs have excellent linearity with an R2 value of 1 at 
peak intensity and wavelength changes. For changes in peak intensity, the resulting linear 
regression was 0.01x – 0.99 in both the t-SPR and l-SPR regions. As for the shift in wavelength, 
the resulting linear regression was 0.4266x – 42.231 for the t-SPR region and 0.3976x – 39.364 
for the l-SPR region. This equation can determine unknown glucose concentrations in further 
research and development. The positions of changes in intensity and wavelength peaks are 
shown in Table 8. Based on the data, the highest intensity peak changes occurred in 106 μM 
glucose medium of 0.07 a.u. Meanwhile, the highest change in wavelength also happened in 
the same medium of 2.985 nm for the t-SPR region and 2.783 nm for the l-SPR region.   

The linearity generated by the t-GNBPs-based plasmonic sensor indicates that the blue 
shift of the spectral peaks occurred proportionally and constantly with increasing glucose 
concentration. Good linearity is a prominent indicator of sensor performance and indicates that 
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the detected glucose concentration is stable. In addition, good linearity is also in line with good 
sensitivity, as evidenced by the steep slope of the graph. The steeper resulting graph indicates 
that the change in the value of the sensor output is also increasing in response to small input 
changes from analytes [20]. Thus, the plasmonic sensor has good performance and can be used 
to detect glucose properly.  

Table 8: The detailed peak intensity and wavelength position in system response. 

Glucose 
Concentration (μM) 

t-SPR l-SPR 
λ (nm) I (a.u) λ (nm) I (a.u.) 

100  0.426 0.01 0.397 0.01 
101 0.852 0.02 0.795 0.02 
102 1.279 0.03 1.192 0.03 
103 1.705 0.04 1.590 0.04 
104 2.132 0.05 1.987 0.05 
105 2.559 0.06 2.385 0.06 
106 2.985 0.07 2.783 0.07 

3.3.3 Selectivity Test 

This test was conducted to assess the ability of the plasmonic sensor to detect sugar 
analytes such as glucose and lactose and non-sugars such as natrium, vitamin C, and calcium. 
Each analyte used in the test has a concentration of 101 μM to avoid value saturation. Prior to 
the test, pure GNBPs had been compared with GNBPs with thiol functionalization and it 
appears that the functionalized GNBPs have higher selectivity. Lactose was chosen because it 
has a chemical structure similar to glucose, i.e., C12H22O11 for lactose and C6H12O11 for glucose. 
While the selection of natrium, vitamin C, and calcium was made because both are substances 
that are often found in the blood and act as indicators of disease, such as natrium as an indicator 
of hypertension, vitamin C as an indicator of nutritional deficiency disease, and calcium as an 
indicator of human bone health. The selection of this analyte also refers to previous studies 
[21]. The resulting sensor response is shown in Fig. 13(b).  
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Fig. 13: The selectivity response of the plasmonic sensor in (a) pure GNBPs  
and functionalized GNBPs (b) five different analytes. 
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Figure 13 shows that the plasmonic sensor is selective in detecting glucose, with the 
parameters used being changes in wavelength referring to previous studies [5]. The l-SPR 
region has a higher wavelength change value indicating that this region is more sensitive to 
changes in substituents and analytes. Lactose and vitamin C have high values because they 
have a chemical structure similar to glucose. Thus, plasmonic sensors based on t-GNBPs can 
detect glucose and non-glucose even though they have almost the same chemical structure.  

3.3.4 Stability Test 

t-GNBPs were tested in DIW medium and 101 μM for 10 minutes without stopping to test 
the stability of the plasmonic sensor. For sensor testing, the response was located at a 
wavelength of 536.391 nm for the t-SPR region and 535.539 nm for the l-SPR region. Fig. 14 
shows the stability response using t-GNBPs as a sensing material for the t-SPR and l-SPR 
regions. In the t-SPR area, the average intensity value was 0.9789 ± 0.002 a.u. for DIW and 
0.9600 ± 0.02 a.u. for glucose. While in the l-SPR area, the average intensity value was 1.0609 
± 0.02 a.u. for DIW and 1.0399 ± 0.02 a.u. for glucose. The relatively low error values indicate 
that the plasmonic sensor has high resistance to use for 10 minutes non-stop.  
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Fig. 14: The stability response of the plasmonic sensor for t-GNBPs in (a) t-SPR  

and (b) l-SPR peaks. 
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Fig. 15: The stability response of the plasmonic sensor for t-GNBPs in (a) t-SPR  

and (b) l-SPR region. 
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3.3.5 Repeatability Test 
The repeatability test was carried out using DIW medium and glucose 101 μM every 60 

seconds with five cycles of repetition for each peak, as shown in Fig. 15. Based on this figure, 
the average intensity of the t-SPR region for DIW and glucose was 0.9797 a.u. and 0.9598 a.u., 
respectively, with the difference between the two being 0.0199 ± 0.0001. Then in the l-SPR 
area, the average intensity for DIW and glucose was 1.0601 a.u. and 1.0396 a.u., with the 
difference between the two being 0.0205 ± 0.0005. The percent of variance for 5 iteration 
cycles was 0.000025% for the t-SPR area and 0.000032% for the l-SPR area. The low value of 
the iteration variance indicates that the plasmonic sensor based on t-GNBPs has excellent 
performance in detecting glucose.  

4. CONCLUSION 
GNBPs were successfully synthesized using the SMGM method. The functionalization 

process using thiol groups was done using several time variations from 12 – 72 hours. The 
optimum functionalization time was 60 hours, producing t-GNBPs in a length of 36.84 ± 2.05 
nm, a width of 24.02 ± 0.74 nm, and an aspect ratio of 1.54 ± 0.11. In addition, an increase in 
functionalization time caused a decrease in t-GNBPs and an increase in truncated t-GNBPs. 
For this reason, it is necessary to continue this study on the functionalization time below 12 
hours to determine the appropriate time for the t-GNBPs to grow ideally. The functionalization 
time also has affected the resulting sensor sensitivity response, which constantly decreased and 
shifted towards the blue spectrum as the glucose concentration increases. However, this system 
has excellent linearity and selectivity for glucose and non-glucose analytes. In addition, this 
system also has high stability with a low error value of ± 0.02 a.u. for 10 minutes. Besides that, 
the system has a low percent variance of 0.000025% for the t-SPR area and 0.000032% for the 
l-SPR area, resulting in a good performance in detecting glucose.  
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ABSTRACT: Nowadays the production of construction materials and items is a multi-tonnage 
and actively developing production sphere. The regulatory requirements imposed on 
construction materials and products provide the assessment of their quality and application 
efficiency in construction or reconstruction of buildings and structures. The constantly 
increasing regulatory requirements and the limited availability of high-quality natural reserves 
demand the rapid development of new raw material resources. This paper presents the results 
of charge composition development based on low-plasticity clay, which has seen limited 
application due to the poor performance of items produced from it. However, certain 
functional additives can be introduced for producing high-quality materials. In this work, 
alongside lithium carbonate, the following additives have been considered: boric acid used as 
flux and titanium dioxide as a vitreous phase source. The lithium carbonate effect on total and 
open porosity, density, thermal conductivity, water absorption, frost resistance, compressive 
and bending strength has been studied. On the one hand lithium carbonate was found to 
demonstrate a pore-forming effect due to its decomposition during firing. On the other hand, 
lithium oxide formed during the additive decomposition facilitated the viscosity reduction of 
the vitreous phase during firing and its strength increase after cooling. Lithium oxide, similar 
to boric acid, is a flux, which makes further temperature reduction of liquid-phase sintering 
possible while preserving the surface self-glazing effect and the formation of the closed-pored 
internal structure of ceramics. The lithium carbonate pore-forming effect prevails over the 
flux-hardening and therefore, the amount this additive should be limited to obtain high 
performance properties and the compliance of resulting ceramics with regulatory 
requirements. The resulting ceramic material can be used for manufacturing products for 
buildings’ and structures’ plinth lining.  

ABSTRAK: Pada masa kini, pengeluaran bahan dan barangan pembinaan adalah dalam 
gandaan tan dan aktif dibangunkan terutama dalam bidang pengeluaran. Keperluan 
pengawalseliaan bahan dan produk pembinaan menyediakan aplikasi penilaian kualiti dan 
kecekapan pembinaan atau pembinaan semula bangunan dan struktur. Peningkatan berterusan 
terhadap keperluan pengawalseliaan dan ketersediaan rizab semula jadi berkualiti tinggi yang 
terhad menuntut kepada pembangunan pesat sumber bahan mentah baru berkembang. Kajian 
ini memperkenalkan hasil pembangunan komposisi caj berdasarkan tanah liat keplastikan 
rendah, di mana aplikasi terhad kepada keburukan bahan yang dihasilkan, namun bahan 
tambahan tertentu boleh diperkenalkan bagi menghasilkan bahan berkualiti tinggi. 
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Menggunakan litium karbonat bersama bahan tambahan berikut: asid borik digunakan sebagai 
fluks dan titanium dioksida sebagai sumber fasa vitreus, telah diambil kira dalam kajian ini. 
Kesan litium karbonat pada keliangan, ketumpatan, kekonduksian terma, penyerapan air, 
rintangan fros, kekuatan mampatan dan lenturan telah dikaji. Litium karbonat didapati 
menunjukkan kesan pembentukan liang dalam proses penguraian semasa pembakaran. 
Sebaliknya, litium oksida dibentuk semasa penguraian aditif dan membantu dalam 
pengurangan kelikatan fasa vitreus semasa pembakaran dan kekuatannya meningkat selepas 
penyejukan. Litium oksida, serupa dengan asid borik, adalah fluks, berpotensi menyebabkan 
suhu sinteran terus berkurang pada fasa cecair sambil mengekalkan kesan kilauan pada 
permukaan kaca dan menutup pembentukan struktur liang dalaman seramik. Kesan 
pembentukan liang litium karbonat adalah mengatasi pengerasan fluks. Oleh itu, jumlah 
bahan tambah ini harus dihadkan bagi mencapai piawaian dan prestasi tinggi seramik yang 
terhasil. Bahan seramik yang terhasil ini boleh digunakan sebagai lapisan plint bangunan dan 
struktur dalam pembuatan produk. 

KEYWORDS:  facing ceramics; low-plasticity clay; self-glazing; fluxing agent; vitreous 
phase 

1. INTRODUCTION
Nowadays, construction refers to one of the largest capacity and actively developing

industries. Annually, the range of manufactured building materials and products is expanding, 
and their production is constantly increasing. The quality, application, and effectiveness of 
construction materials and products are determined by certain basic physical, mechanical, and 
operational properties, as well as their numerical values. The reasons for the construction 
industry’s ongoing development of an already wide range of building materials and products 
are large scale construction and reconstruction, a variety of structural types, and operating 
conditions for buildings and structures. 

Construction material and product properties are primarily determined by the 
characteristics and properties of the raw materials used for their production. In most cases, 
high-quality materials and products meeting regulatory requirements for the properties cannot 
be manufactured using only one raw material, therefore, raw material mixtures are used in the 
production processes, with one component being the basic raw and the others serving as 
functional additives [1-4]. 

The increasing requirements for operational properties and limited reserves of high-quality 
natural raw materials cause the necessity to expand the raw material base, primarily meaning 
the finding of new additives for producing high-quality finished products [5,6]. The decision 
to use materials and substances as functional additives is related to their impact on the finished 
product properties and structure, its cost, prevalence, and complexity of its processing [7-10]. 

Herewith, it should be considered that each additive introduction into the composition of 
the raw material mixture causes an increase in some property values and a decrease in other 
property values [11-14]. Therefore, the comprehensive study of the additives’ effect in the raw 
material mixture composition on the material and product characteristics, for both construction 
and any other purpose, is extremely urgent [15-17]. 

The research authors have previously experimented with charge composition development 
for the production of self-glazing facing ceramics based on low-plasticity clay. One of the 
experiments resulted in the composition development including 5 wt. % of boric acid as a flux, 
10 wt. % titanium dioxide as a vitreous phase source and up to 7.5 wt. % of lithium carbonate 
as a pore-forming additive and glassy phase modifier. The developed composition was good 
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for manufacturing products that meet the Russian State Standard GOST 13996-93 requirements 
for tiles used in facing plinths in buildings and structures [18]. 

Considering the new, recently additionally stringent, regulatory requirements of Russian 
State Standard GOST 13996-2019, the composition, regarding water absorption, can be used 
to manufacture the products of BIb and BIIa groups, characterized by 100 cycles of frost 
resistance, and bending strength of min 30 and 22 MPa, respectively. However, for previously 
developed ceramics, frost resistance does not exceed 66 cycles, and bending strength does not 
exceed 13.6 MPa. In this respect, some additional studies were required to specify the charge 
composition and the compliance of the resulting ceramics to the requirements concerning 
bricks and stones for facing the plinths of buildings and structures. 

The research objectives were to study the dependencies of the main physical, mechanical, 
and operational properties of the lithium carbonate content in the charge composition on the 
developed self-glazing facing ceramics and to determine the studied additive content for 
ensuring high quality and good operational properties of the resulting products. 

2. MATERIALS AND METHODS 
The main charge component for producing the studied ceramics was the clay of the 

Suvorotskoye deposit of the Vladimir region with the following composition (in wt. %): SiO2 
= 67.5; Al2O3 = 10.75; Fe2O3 = 5.85; CaO = 2.8; MgO = 1.7; K2O = 2.4; Na2O = 0.7. This clay 
plasticity index, determined by the standard method, is 5.2, and, therefore, it is of low-plasticity 
in accordance with Russian State Standard GOST 9169-75 [18,19]. 

Boric acid brand B, 2nd grade by Russian State Standard GOST 18704-78 with the basic 
substance content of min 98.6 wt. % was used as a flux in the charge composition. According 
to previous experimental results by this research’s authors, boric acid application in the amount 
of 2.5 to 5 wt. % makes it possible to increase the ceramic’s strength and reduce its water 
absorption due to the liquid-phase sintering intensification and its temperature decrease [18-
20]. 

Titanium dioxide of brand R-02 by Russian State Standard GOST 9808-84 containing min 
93 wt.% of the basic substance was used as the glassy phase source in the charge composition. 
As one of the research authors has previously revealed, titanium dioxide in the amount from 5 
to 10 wt. % also makes it possible to increase the ceramic’s strength and reduce its water 
absorption due to the glassy phase formation [18,21-23]. Simultaneously, the combined 
introduction of titanium dioxide and boric acid enhances each additive effect and allows the 
obtention of a self-glazing effect of the surface, thus additionally reducing water absorption 
and increasing frost resistance [18,21,22]. 

Lithium carbonate brand CH by TU 6-09-3728-83, containing min 98 wt.% of the basic 
substance, was additionally introduced into the charge composition. As one of the research 
authors has previously found, lithium carbonate introduction along other specified additives 
allows the production of ceramics with a self-glazing effect of the surface and closed porosity 
in the depth, which facilitates the decrease in thermal conductivity while maintaining low water 
absorption and high frost resistance [18]. Lithium carbonate is worth noting to serve as a pore-
forming additive because lithium oxide formed during firing is more reactive compared to 
calcium, magnesium, potassium and sodium oxides, and therefore belongs to stronger fluxes, 
increasing the effect of boric acid and titanium dioxide. In addition, lithium oxide reduces the 
vitreous phase viscosity, contributing to its uniform distribution in the material depth and 
penetration into the small pores and voids, and also increases its strength [18,24,25]. 
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The studied ceramic samples were produced applying semi-dry pressing technology. Prior 
to the application, the clay was crushed to reach the max particle size fraction of 0.63 mm and 
dried to a constant mass. Then, the charge components were dry mixed at the specified ratios 
at the beginning, and then with water addition of 8 wt. % to reach a homogeneous mass, from 
which ceramic samples were produced at 15 MPa pressing pressure and maximum firing 
temperature of 1000 °C. 

The samples were cube-shaped with 50 mm sides and were made in series of three samples 
for each charge composition, followed by averaging of the study results for each series. For the 
determination of bending strength, the samples were made in parallelepiped shape of 10x10x70 
mm. 

The density ρ (kg/m3) has been determined applying the sample mass ratio in the air-dry 
state to its volume. Compressive strength σcmp (MPa) has been determined by continuous and 
uniform load impact on the sample until its destruction with maximum load fixation. When 
determining the bending strength σbnd (MPa), the sample was mounted on the supports on both 
sides at 25 mm from the center. The bending load was applied continuously and evenly through 
the third support installed in the sample middle. To determine the strength characteristics, a 
hydraulic press P6326B (JSC "Gidropress", Russia) was used. 

Water absorption was determined by increasing the dry sample mass after its saturation 
with water at the temperature of 20±1 °C at atmospheric pressure for 48 hours. The sample 
frost resistance was determined after the water absorption test. For this purpose, the water-
saturated sample was exposed at temperatures ranging from -15 °C to -20 °C for 4 hours, and 
then placed in ambient water temperature for 2 hours and examined for cracks. If no cracks 
were observed, a new freeze-thaw cycle was performed. 

To determine the total porosity, the true density ρtrue (kg/m3) was determined by the 
pycnometric method, and then calculated according to the formula: 

Ptotl = (ρtrue - ρ) ∙ 100 / ρtrue 

Open porosity was calculated using the formula: 

Pоpn = W ∙ ρ 

Thermal conductivity λ (W/(m·оС)) was determined using an MIT-1 mobile thermal 
conductivity meter (NPP Interpribor LLC, Russia). For this purpose, 4 cubic samples with 50 
mm sides were taken and placed on top of each other. The samples’ touching surfaces were 
thoroughly polished, and then a hole was drilled through the centers of the samples. A 
measuring probe was placed into the hole, the expected range of thermal conductivity was set 
and the device was left for 2 hours to set the heating power and stabilize the heat flow. After 
that, the device readings were recorded, taking into account that the ambient temperature range 
should be from 20 to 30 °C. 

The developed ceramic material composition was studied using a powder diffractometer 
D8 ADVANCE (Bruker, Germany), a macrostructure applying microscope MBS-10 (JSC 
Lytkarinsky Optical Glass Plant, Russia), and a microstructure using scanning electron 
microscope Quanta 200 3D (Systems for Microscopy and Analysis, LLC, Russia). 

3. RESULTS AND DISCUSSION 
Figure 1 demonstrates the dependences of the ceramic’s total and open porosity resulting 

from experimental studies on lithium carbonate in the charge composition, containing 5 wt. % 
of boric acid and 10 wt. % of titanium dioxide. 
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The resulting data proves that the material porosity increases along with an increase in the 
lithium carbonate amount as during firing, this additive decomposes at temperatures above 730 
°C and forms lithium oxide and carbon dioxide [18,26]. Meanwhile carbon dioxide acts as a 
pore-forming agent, and lithium oxide together with boric acid act as a flux. According to the 
research data concerning the material macrostructure (see Fig. 2), the flux contribute to the 
material’s liquid-phase sintering and predominantly forms the material’s closed-pore structure.  

The presented dependencies (see Fig. 1) reveal that the greatest porosity increase is 
observed at the introduction of up to 5 wt. % of the studied additive, and further increase of 
lithium carbonate amount only increased the proportion of open pores relative to the total 
material porosity, which grew less significantly. The research data dealing with the ceramic’s 
microstructure (see Fig. 3) demonstrates that this amount of additive causes the fluxing effect 
of lithium oxide to compensate for the pore-forming effect of the additive to a greater extent. 
It is manifested in the vitreous phase increase in the ceramic’s depth, filling some of the pores 
and voids in the material volume and reducing the intensity of the total porosity growth. 

 
Fig. 1: The effect of lithium carbonate content on the developed ceramic’s porosity. 

 
3.4 mm 

Fig. 2: The developed ceramic’s macrostructure with 5 wt. % lithium carbonate  
introduced into the charge. 

Figure 4 presents the dependences of density and thermal conductivity on the quantity  of 
lithium carbonate in the charge composition. The resulting data proved that both considered 
properties decreased with the increase in the quantity of lithium carbonate. Such dependence 
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naturally occurs as the pores formed during the lithium carbonate decomposition reduce 
ceramic density and thermal conductivity. At the same time, the numerical density values 
decreased from high to medium for construction wall and facing ceramic materials. Thermal 
conductivity, in turn, decreased from the values typical for clinker products (0.8-1.6 W/(m∙°C)) 
down to the values typical for full-bodied ceramic bricks (0.5-0.65 W/(m∙°C)). 

   
40 micron 

(a) (b) (c) 

Fig. 3: Microstructure of developed ceramics at different lithium carbonate content in the 
charge composition: (a) 0 wt. %; (b) 2.5 wt. %; (c) 5 wt. %. 

 
Fig. 4: The effect of lithium carbonate content on the developed ceramic’s density  

and thermal conductivity. 

Figure 5 shows the dependences of water absorption and frost resistance of the developed 
ceramics on lithium carbonate amount in the charge composition. The resulting data 
demonstrated that the increase in the open porosity share along with the increase in the lithium 
carbonate amount (see Fig. 1) caused a water absorption increase, which in turn caused frost 
resistance reduction. The frost resistance reduction depends on the fact that water, penetrating 
into the open pores, freezes and increases in volume by about 9% when the temperature drops 
to negative values, causing stress inside the material leading to its destruction during 
temperature changes. 
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Fig. 5: The effect of lithium carbonate amount on water absorption  

and frost resistance of the developed ceramics. 

The dependence of compressive and bending strength on lithium carbonate amount in the 
charge is shown in Fig. 6. According to the received data, lithium carbonate significantly 
reduces the resulting ceramic’s strength, which can be explained by the additive pore-forming 
effect, which, as it was found in previous experiments, was predominant over the fluxing effect 
of lithium oxide and is associated with a large amount of carbon dioxide formed during the 
decomposition of lithium carbonate [18]. 

 
Fig. 6: The effect of the lithium carbonate amount on the developed ceramic’s strength. 

The resulting dependence was also confirmed by the X-ray phase analysis data (see Fig. 
7), which proved that when lithium carbonate was introduced into the charge composition, a 
considerable reduction in the number of crystalline phases occurred in the developed ceramics. 
Simultaneously, a significant amount of spodumene appeared, comparable to the silicon oxide 
amount, as well as a small amount of lithium titanate instead of rutile and iron titanate. 
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(a) 

 
(b) 

Fig. 7: Diffractograms of the developed ceramics based on the charge excluding lithium 
carbonate (a) and including lithium carbonate (b): 

1 – quartz SiO2; 2 – anorthite CaO∙Al2O3∙2SiO2; 3 – hematite Fe2O3; 4 – diopside CaO∙MgO∙2SiO2; 
5 – spinel MgO∙Al2O3; 6 – iron titanate FeTiO3; 7 – rutile TiO2; 8 – spodumene Li2O∙Al2O3∙4SiO2; 

9 – lithium titanate Li2O∙TiO2. 

The decrease in the crystalline phase number, on the one hand, indicates that their 
aluminosilicate component was involved in the spodumene formation. On the other hand, these 
phases turn into an amorphous component of the developed ceramics, which in excess can 
cause increased brittleness and further reduction of the ceramic’s strength characteristics, 
especially bending strength. The phase composition proves that titanium oxide almost 
completely passed into the composition of phases containing lithium oxide, including lithium 

298



IIUM Engineering Journal, Vol. 25, No. 1, 2024 Filippova et al. 
https://doi.org/10.31436/iiumej.v25i1.2925 

 
 

titanate. The significant amount of spodumene, possessing lower mechanical properties than 
silicon oxide, also contributed to the ceramic’s strength decrease. 

Since the developed material is planned for the production of bricks and stones, the main 
properties determining the choice of lithium carbonate amount comprise compressive strength, 
water absorption, and frost resistance. During the experiments, it was revealed that frost 
resistance in the entire considered range of changes in lithium carbonate amount in the charge 
remained constant allowing the application of this material for external cladding (> 50 cycles 
for face products in compliance with Russian State Standard GOST 530-2012).  

The minimum value of water absorption in compliance with this Russian State Standard 
GOST for facial products is 6%, which exceeds the received values for the developed ceramics. 
Simultaneously, water absorption for clinker bricks should not exceed 6%, and frost resistance 
should be min 75 cycles. The compressive strength at 10 wt. of lithium carbonate amounted to 
15.2 MPa, thus meeting the requirements for M150 bricks grade, and at 10.8% of lithium 
carbonate it reached 12.6 MPa, thus meeting the requirements for M125 bricks grade. Facing 
bricks of these grades are widely used for exterior finishing of buildings and structures having 
different numbers of stories. The further increase in the amount of the additive causes the 
decrease in strength, and, consequently, bricks of lower strength grades can be produced, thus 
limiting the material application scope. 

4. CONCLUSIONS 
The conducted study’s results revealed that the charge composition, based on a low-

plasticity clay containing 5 wt. % of boric acid and 10 wt. % of titanium dioxide, can 
additionally contain up to 10.8 wt. % of lithium carbonate to reduce ceramic thermal 
conductivity, which increases its energy efficiency maintaining the main operational properties 
at a level that meets the requirements of Russian State Standard GOST 530-2012 for facing 
bricks and stones. The resulting products can be considered as an alternative to clinker bricks, 
although they are somewhat inferior in frost resistance. 

Lithium carbonate produces complex effect on the resulting ceramics technology and 
properties. Firstly, this pore-forming additive allows a reduction in the density and thermal 
conductivity of the resulting ceramic, which reduces the load on the foundation and supporting 
structures when using the products and increases their energy efficiency. On the other hand, 
during lithium carbonate decomposition at firing, lithium oxide was formed, which, alongside 
boric acid is a flux, and it increased the glassy phase amount during firing and reduced the 
liquid-phase sintering temperature, which facilitated reduction in the maximum firing 
temperature from 1050 °C to 1000 °C. Herewith the vitreous phase viscosity decreased, and 
made it possible to achieve its uniform distribution in the product depth thus increasing its 
strength. 

The pore-forming effect of lithium carbonate prevailed over the fluxing effect of the 
additive, so its separate introduction reduced the quality of the developed ceramics, based on 
low-plasticity clay, and the effective application of lithium carbonate was possible only in 
combination with other functional additives in limited quantities. The combined application of 
boric acid, titanium dioxide, and lithium carbonate made it possible to produce ceramics with 
predominantly closed pores and a self-glazing effect of the surface, that is, it reduced density 
and thermal conductivity while maintaining low water absorption and high frost resistance. At 
the same time, the material strength met the regulatory requirements for basement facing tiles. 
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Thus, lithium carbonate in the developed charge composition facilitated the expansion of 
the raw material base for construction materials through the low-plasticity clay application, 
which is not in great demand in ceramic production, but is widespread in the manufacture of 
high-quality products for external cladding of facades and plinths of buildings and structures. 
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ABSTRACT: The usage of machine learning in the healthcare system, especially in 
monitoring those who are using a wheelchair for their mobility has also helped to improve 
their quality of life in preventing any serious life-time risk, such as the development of 
pressure ulcers due to the prolonged sitting on the wheelchair. To date, the amount of 
research on the sitting posture detection on wheelchairs is very small. Thus, this study aimed
to develop a sitting posture detection system that predominantly focuses on monitoring and 
detecting the sitting posture of a wheelchair user by using pressure sensors to avoid any 
possible discomfort and musculoskeletal disease resulting from prolonged sitting on the 
wheelchair. Five healthy subjects participated in this research. Five typical sitting postures 
by the wheelchair user, including the posture that applies a force on the backrest plate, were 
identified and classified. There were four pressure sensors attached to the seat plate of the 
wheelchair and two pressure sensors attached to the back rest. Three classification 
algorithms based on the supervised learning of machine learning, such as support vector 
machine (SVM), random forest (RF), and decision tree (DT) were used to classify the 
postures which produced an accuracy of 95.44%, 98.72%, and 98.80%, respectively. All the 
classification algorithms were evaluated by using the k-fold cross validation method. A 
graphical-user interface (GUI) based application was developed using the algorithm with the 
highest accuracy, DT classifier, to illustrate the result of the posture classification to the 
wheelchair user for any posture correction to be made in case of improper sitting posture 
detected.

ABSTRAK: Penggunaan pembelajaran mesin dalam sistem penjagaan kesihatan terutama 
dalam mengawasi pergerakan pengguna kerusi roda dapat membantu meningkatkan kualiti 
hidup bagi mengelak sebarang risiko serius seperti ulser disebabkan tekanan duduk terlalu 
lama di kerusi roda. Sehingga kini, kajian tentang pengesanan postur ketika duduk di kerusi 
roda adalah sangat kurang. Oleh itu, kajian ini bertujuan bagi membina sistem pengesan 
postur khususnya bagi mengawasi dan mengesan postur duduk pengguna kerusi roda dengan 
menggunakan pengesan tekanan bagi mengelak sebarang kemungkinan ketidakselesaan dan 
penyakit otot akibat duduk terlalu lama. Lima pengguna kerusi roda yang sihat telah 
dijadikan subjek bagi kajian ini. Terdapat lima postur duduk oleh pengguna kerusi roda 
termasuk postur yang memberikan tekanan pada bahagian belakang telah di kenalpasti dan 
dikelaskan. Terdapat empat pengesan tekanan dilekatkan pada bahagian tempat duduk kerusi 
roda dan dua pengesan tekanan dilekatkan pada bahagian belakang. Tiga algoritma 
pengelasan berdasarkan pembelajaran terarah melalui pembelajaran mesin seperti Sokongan 
Vektor Mesin (SVM), Hutan Rawak (RF) dan Pokok Keputusan (DT) telah digunakan bagi 
pengelasan postur di mana masing-masing memberikan ketepatan 95.44%, 98.72% dan 
98.80%. Semua algoritma pengelasan telah dinilai menggunakan kaedah k-lipatan 
pengesahan bersilang. Sebuah aplikasi grafik antara muka  (GUI) telah dibina menggunakan 
algoritma dengan ketepatan paling tinggi, iaitu pengelasan DT bagi memaparkan keputusan 
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pengelasan postur untuk pengguna kerusi roda bagi membantu pembetulan postur jika postur 
salah dikesan.

KEYWORDS: posture detection; smart wheelchair; pressure sensor; machine learning;
classification 

1. INTRODUCTION
A sitting posture detection system (SPDS), also known as sitting posture recognition 

system (SPRS), is a system used to differentiate between the proper and improper sitting 
posture possessed by a human on a chair. In the medical field, the system has been widely 
used to assist medical practitioners in monitoring patients who are confined to a wheelchair 
due to injuries in the legs, spine, or spinal cord that will limit their body movement as 
compared to an average person. The main objective of the system is to ensure the wheelchair 
user leads a better quality of life and prevents them from developing any possible discomforts 
that may adversely affect their daily activities, such as development of pressure ulcers due to 
the prolonged sitting on the wheelchair.

Over the years, posture detection systems have been tremendously improved in terms of 
accuracy, in line with the advancement of technology. Typically, the system consists of three 
main stages, namely the data acquisition, data processing, and data transmission. Data
acquisition is focused on how to acquire data from the user with various types of components,
such as pressure sensors, Kinect sensors, force sensors, accelerometers, etc. whereas data 
processing is involved in classifying the data acquired to differentiate between the proper and 
improper sitting posture. Most researchers have developed their own systems with the 
assistance of machine learning techniques in processing their acquired data. Finally, data 
transmission is the stage where the processed data that has been evaluated is shown to the user 
for posture correction if necessary.

In defining the improper sitting posture, it is crucial to understand the sitting behavior
for every wheelchair user. Research has been conducted on how in-seat movement and 
weight-shiftings (WSs) (30% - 90% off loading of at least side of the buttocks for at least 15 
seconds) behavior of full-time wheelchair users will result in a lifetime risk of developing 
pressure ulcers [1]. Other than WSs, participants also performed other maneuvers, such as 
pressure reliefs (PRs) (90% off-loading of the entire buttocks for at least 15 seconds) in order 
to reduce the pressure, hence increasing the blood flow to the buttock tissues. Based on the 
analysis performed, it was found that the participants performed WSs much more frequently 
as compared to PRs. In fact, the WSs were performed nearly two times per hour for many of
the subjects’ days. At the same time, it is noted that by doing intermediate leans, which are 
the same as the WSs, may reduce the pressure between 29% and 46% [1].

Nowadays, the development of a sitting posture detection system that mainly focuses on 
wheelchair users is still rare compared to its development for general purpose sitting posture. 
Many research papers that are related to the sitting posture detection system are more focused 
on detecting sitting posture on a chair for a general purpose, such as during work or driving.
In Malaysia, 548,186 disabled persons were registered with the Jabatan Kebajikan Masyarakat 
(Community Welfare Department) and 36.0% of them are physically impaired that mostly are 
in need to commute using a wheelchair, especially the elderly for easy to commute [2]. To 
date, the amount of research on sitting posture detection on wheelchairs is limited. 

Therefore, this paper aimed to develop a sitting posture detection system that 
predominantly focused on monitoring and detecting the sitting posture of a wheelchair user 
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by using pressure sensors to avoid any possible discomfort and musculoskeletal disease 
resulting in prolonged sitting on the wheelchair. 

1.1 Sensor Selection

The usage of sensors is paramount in ensuring the sitting posture detection system is 
unobtrusive and will not give any discomfort to the user, especially the wheelchair user.  Many 
of the previous works in this field have opted to use pressure sensors or force sensitive 
resistors (FSR) in detecting the sitting posture. Ma et al. [3] used a cushion equipped with the 
pressure sensors. Similarly, Zemp et al. [4] also used a number of pressure sensors (FSR406) 
in developing the posture recognition system. In recent years, Matuska et al. [5] developed a 
sitting posture detection system using force sensors that were accessible by mobile 
applications, which is one of the outcomes of the IoT. The authors used the six single-zone 
force-sensing resistors FSR402 to obtain the force by measuring the resistance values based 
on the data acquired from the sensors embedded in the smart wheelchair. 

In addition, Fragkiadakis et al. [6] also developed a sitting posture recognition system by 
using piezoresistive pressure sensors for detecting the distribution of pressure from one sitting 
posture to another. The reason for choosing the piezoresistive sensor was that this type of 
sensor has tolerance to temperature changes and a lifespan of three million charging cycles.
Additionally, Rosero-Montalvo et al. [7] also developed an identification system for a
wheelchair user’s posture using pressure sensors. In spite of that, Wan et al. [8] designed their
latest posture recognition system by considering the hip position for the sake of posture 
analysis. 

In contrast, recent work on position detection documented the use of a variety of sensors 
other than pressure or FSR sensors. Another type of sensor used for the sitting posture 
detection system is the load cell sensor which was developed by Roh et al. [9]. Min et al. [10]
developed a scene recognition and semantic analysis in detecting unhealthy sitting posture 
amongst office workers using Microsoft Kinect Sensor. In addition, Chin et al. [11] also 
developed a posture recognition system using Kinect Sensor in differentiating between a 
good and bad sitting posture. Last but not least, Qian et al. [12] had proposed the usage of 
nanocomposite sensors in identifying human posture.

To sum up, the authors used various types of sensors, and this has been the norm for a 
long period of time in the posture recognition field. Furthermore, since the release of Kinect 
Sensor by Microsoft in 2010, it has been famously known to be used in the posture recognition 
field as it is mainly invented for human sensing purposes. However, in the case of posture 
recognition for wheelchair users, it is more efficient to use a pressure sensor than a Kinect 
sensor for its unobtrusiveness for wheelchair users.

1.2 Data Classification Technique

One of the biggest data analytic techniques that has been widely used across multiple 
disciplines is machine learning techniques. In terms of posture detection, the type of machine 
learning techniques that has been used in most of the developed systems is supervised learning 
of classification techniques. Most researchers have come out with predetermined postures that 
might be possessed by the user on the chair or wheelchair and have verified it with the medical 
experts for distinguishing the proper and improper sitting posture. For instance, Zemp et al. 
[4] proposed seven different postures that are typical for seated people, while Roh et al. [9]
suggested six different postures to be performed by the subjects as the training data. The 
selection of subjects also played an important role in acquiring classifiers with high accuracy. 
Ma et al. [3] chose the subjects with the age range of 22 to 36 years old and the BMI range of 
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16 to 34 in order to avoid any error in recognizing the sitting postures by the users. The 
summary of the past sensors and classifications used are shown in Table 1.

Table 1: Summary of the Past Sensors and Classification Used

Authors Types of 
Chairs

Types of 
Sensors

Placement of 
Sensors

Classification 
Algorithm

Classification 
Accuracy

Ma et al. [3] Wheelchair Pressure 
Sensor

7 on the seat, 4 
on the backrest

J48 Decision 
Tree (DT)

99.48%

Roh et al. [9] Office Chair Load Cell 
Sensor

4 on the seat 
plate

SVM using RBF 
Kernel

97.20%

Min et al. [10] Office Chair Kinect Sensor N/A Faster R-CNN, 
Gaussian
Mixture

95.60%

Zemp et al. [4] Office Chair Pressure 
Sensor

10 on the seat, 4 
on the backrest, 
2 on the armrest

Random Forest 90.90%

Matuska et al. [5] Office Chair Force Sensor 4 on the seat, 2 
on the backrest

Random Forest 97.00%

Rosero-Montalvo 
et al. [7]

Wheelchair Pressure 
Sensor

3 on the seat k-NN >75%

Qian et al. [12] Office Chair Nanocomposite 
Sensor

Wearable on the 
back

ANN 98.76%

Fragkiadakis et 
al. [6]

Chair Pressure 
Sensor

8 on the seat, 5 
on the backrest

WG30NN 98.33%

Chin et al. [11] Office Chair Pressure 
Sensor Array

Cushion on the 
seat

SVM with Linear 
Kernel

97.10%

Wan et al. [8] Office Chair Kinect Sensor N/A SVM with 
Polynomial 

Kernel

89.60%

Based on the literature review, the objectives of this paper are: (a) to investigate improper 
sitting postures in a wheelchair, (b) to identify and classify the improper sitting posture in a 
wheelchair using pressure sensors and machine learning, and (c) to develop a sitting posture 
detection system in a wheelchair. This paper is organized as follows. Section 2 explains the
predefined sitting postures selection, sensor deployment, experimental setup and 
classification of sitting postures and the graphical user interface (GUI) with machine learning 
model development. The results of classifying the sitting postures with three classifiers and 
the developed GUI system are presented in Section 3. Finally, the conclusion of the results 
obtained, and future work are described in Section 4.

2. METHODOLOGY
2.1 Predefined Sitting Postures Selection

Usually, the predefined sitting postures are selected based on the targeted user’s typical 
postures. Rosero-Montalvo et al. [7] chose the predefined sitting posture based on the typical 
sitting postures on a wheelchair and related it to the conventional taxonomy recommended by 
the physician and physiotherapist experts. The typical postures subsequently were classified 
into two types, namely recommended proper sitting posture and improper sitting postures. 

In this project, the predefined proper sitting postures were selected based on previous 
papers and recommendation by medical experts [3,5,7,9]. On the other hand, the selection of 
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predefined improper sitting postures will be based on the possible harmful effects on the 
backbone of the user. Therefore, in this project, the predefined sitting posture with their 
possible harmful effects is described in Table 2. Figure 1 shows the illustration of predefined 
sitting postures that were used in this project. 

Table 2: Wheelchair Users Postures of Interest

Types of Sitting 
Posture

Possible Health Problems

Proper Posture No harm
Lean Right Posture Respiratory issues, muscle imbalance stress on liver, 

stomach, and right kidney
Lean Left Posture Respiratory issues, muscle imbalance stress on spleen and 

left kidney
Lean Forward 

Posture
Knee issues, back pain, and stress on abdomen

Lean Backward 
Posture

Back pain and weaken abdominal muscle

Fig. 1: The predefined sitting postures in this project.

2.2 Sensor Deployment

The selection of the sensor position is determined based on the body mass distribution 
and pressure points on the wheelchair seat. At the same time, the position of the sensor is also 
determined using the possible pressure points that need to be considered when the predefined 
sitting postures are possessed by the subject during the experiment. Ma et al. [3] mentioned
that sensor deployment on the seat is sufficient to detect sitting posture. However, sensor 
deployment on the backrest will be supplementary for comprehensively detecting the sitting 
postures.
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Assuming a conventional size for the seat and backrest of a wheelchair is 45 cm x 40 cm, 
the seat and the backrest are split into 4 square zones that are horizontally and vertically 
symmetrical with respect to the center point. For the wheelchair seat, one pressure sensor 
(FSR) was placed at the center of each square zone to represent the body mass distribution 
regions located on the left and right buttock zone and the front contact zone between thighs 
and seats. Additionally, one pressure sensor (FSR) was placed at each lower square zone of
the backrest. Correspondingly, all the pressure signals were marked as FSR1, FSR2, FSR3, 
FSR4, FSR5 and FSR6 and the obtained instance vector was FPR = [FSR1, FSR2, FSR3, 
FSR4, FSR5, FSR6]. The sensor deployment configuration for this project is shown in Fig. 2.

Fig. 2: Schematic diagram for sensor deployment: (a) On the seat plate, (b) On the backrest.

2.3 Data Collection

The age and BMI of the subjects had to be in the range of 18 to 40 years old and 16 to 
35, respectively. There were 5 subjects (3 males, 2 females; 22.8±0.4 years old; 
BMI=22.9±2.6) volunteered in this study. This study was approved by the International 
Islamic University Malaysia research ethics committee (IREC). Before the data recording 
session began, all the subjects had the details of the process explained to them. The subjects 
were also required to read all the information sheets provided prior to starting the experiment. 
The information included predefined sitting postures that were required to be performed by 
the subject and the procedure of data recording. Then, the consent form was filled in and 
signed by the subject to ensure the confidentiality of their data and recording.

2.4 Experimental Setup

During the experimental test, the subjects were asked to sit in the wheelchair and perform 
all the predefined postures that were selected in the previous stage. For each posture, they 
were required to keep the posture for three minutes for the data to be collected. However, the 
subjects were allowed to adjust their posture for the first 30 seconds before starting each new
data collection. Each subject repeated 3 trials per posture in order to obtain more reliable 
samples. The FSR sensors, marked as FSR1, FSR2, FSR3, FSR4, FSR5, and FSR6 were 
sampled with a sampling rate of 1 sample per second as it is sufficient to capture posture 
transitions. The microcontroller (Arduino Mega 2560) that was used in this project had a low
energy consumption property. The deployment of the FSR sensors is displayed in Fig. 3.
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Fig. 3: Sensors deployed on a real wheelchair.

2.5 Classification of Sitting Postures

Three classifiers were used to determine the best one for the classification. The selection 
of the classifiers was based on the accuracy and frequency of use in previous papers on sitting 
posture recognition, namely support vector machine (SVM), decision tree, and random forest 
(RF). Furthermore, a cross-validation method was used in order to evaluate the classifiers’
performance. 

This method is also known as k-fold cross-validation, whereby it is used to estimate a 
machine learning algorithm performance while generating predictions on data that was not 
utilized during the model training. The process included only one parameter, k, which 
specified the number of groups into which a given data sample should be divided. In this 
particular work, the training and test sets were separated using a 10-fold cross-validation in 
order to provide a low bias in the estimation of model performance. At the same time, the 
classifiers were also evaluated by looking into a few more parameters namely, confusion 
matrix, precision score, recall score, and F-score accuracy. The process flow of the 
classification work in this project is illustrated in Fig. 4.

Fig. 4: Process flow of the classification.

On the other hand, the F-measure accuracy (overall accuracy) of the test data was 
computed to assess recognition performance. F-measure represents the combination of 
precision and recall, defined, respectively, as follows:
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where TP is true positive, TN is true negative, FP is false positive, and FN is false negative.

2.6 Graphical User Interface (GUI) with Machine Learning Model Development

The final stage of this project is to develop a graphical user interface (GUI) mobile 
application with embedded machine learning model with the highest value of accuracy. Upon 
completion of the development of the machine learning model, a smart device mobile 
application was built using MIT App Inventor. The smart device consists of a mobile 
application that uses the GUI concept for the user to interact with the electronic device for 
their well-being while sitting on the wheelchair. In this mobile application, the sensor data 
will be transferred over the Bluetooth serial connection from the Arduino Microcontroller to 
the mobile application of the user's smart device. Prior to the data transmission, the sensor 
data will be analyzed by the trained classifier model that is embedded into the Arduino 
Microcontroller and subsequently classified the type of posture possessed by the user in real 
time. 

3. RESULTS AND ANALYSIS
3.1 Experiments

During the experimental test, the number of samples taken for each predefined posture is 
shown in Table 3. The FSR sensor readings are displayed in Fig. 5 below.

Table 3: Number of samples taken for each predefined sitting postures

Types of Sitting Posture Description Number of Samples
Recommended

Proper Sitting Posture
User seated correctly on the wheelchair 2,700

Lean Left User seated leaning to the left 2,700
Lean Right User seated leaning to the right 2,700

Lean Forward User seated leaning forward 2,700
Lean Backward User seated leaning backward 2,700

Based on Fig. 5, the FSR sensor values on both buttocks (FSR3, FSR4) were nearly 
equivalent illustrating that the body weight on the buttocks was evenly distributed during the 
posture made. Even though, the FSR sensors value on the knees (FSR1, FSR2) produced a
slightly bigger range as compared to the FSR sensors value on the buttocks (FSR3, FSR4). In
addition, the FSR sensors value on the backrest which were practically similar supplementing
the recorded data for the recommended proper sitting posture.

On the other hand, Fig. 6 depicts the value of FSR3 (located on the left buttock) was 
higher than FSR4 (located on the right buttock). In addition, the value of FSR sensor on the 
left knee (FSR1) was significantly higher than the FSR sensor on the right knee (FSR2) and 
similarly to the value of the FSR sensor on the left part of the backrest (FSR5) which is also 
leading the value of the FSR sensor on right side of the backrest (FSR6). Therefore, it can be 
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said that all the values for the FSR sensors located on the left side of the wheelchair were 
higher in comparison to the values of the FSR sensors which located on the right side of the 
wheelchair.

Fig. 5: Pressure sensor data during recommended proper sitting posture.

Fig. 6: Pressure sensor data during lean left posture.

Fig. 7: Pressure sensor data during lean right posture.
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In contrast to the previous sitting posture, the readings for FSR sensors on the left side of 
the wheelchair were greater than the values for FSR sensors on the right side of the 
wheelchair. It can clearly be seen from the graph that the FSR sensors which located on the 
right (FSR2, FSR4, FSR6) produced a higher reading in comparison to the FSR sensors which 
located on the left (FSR1, FSR3, FSR5). This was because the subject was asked to simulate 
a sitting posture that gave a higher pressure on the right which made the overall body weight 
of the subject not evenly distributed.

Fig. 8: Pressure sensor data during lean forward posture.

As observed from the plot, the readings of the FSR sensors located on the seat (FSR1, 
FSR2, FSR3, FSR4) were nearly equivalent for all the sensors. However, the value of FSR1 
was slightly lower as compared to the other three FSR sensors.

Fig. 9: Pressure sensor data during lean backward posture.

Based on the graph, the reading of the FSR sensors on the seat (FSR1, FSR2, FSR3, 
FSR4) were approximately comparable to each other, just as they were in the lean forward 
improper sitting posture. The main difference in this sitting position was that the readings of 
FSR sensors on the backrest were almost zero, in contrast to the previous sitting posture, in 
which the reading FSR sensors on the backrest were amongst the highest of all the predefined 
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sitting postures in this project. This was due to the subject's buttocks creeping forward, 
resulting in the subject's back barely touching the FSR sensors on the backrest.

3.2 Classification of Sitting Postures

In this study, three classification algorithms (support vector machine, random forest, and
decision tree) were used to classify each predefined sitting posture. All the datasets were
trained, tested, and validated by each of the algorithms prior to deploying as the finalized
machine learning model. Since the classification algorithms were so dependent on the nature 
of the datasets, the number of datasets used to train, test, and validate the classifier was the 
same for each posture. For each posture, the number of samples were obtained by measuring 
the data for 3 min for each of the five subjects with three repetitions (180 s x 3 times x 5
subjects) which resulted in 2,700 samples per posture.

The performance of all the classifiers were evaluated by looking into their accuracy, 
precision score, recall score, and F1-score. These parameters will act as contributing factor in 
choosing the best classifier for building the machine learning model. At the same time, a
confusion matrix was also used to analyze the robustness of the classifier in classifying each 
of the predefined sitting postures. The confusion matrix is a practical tool in visualizing and 
summarizing the performance of the classification algorithms.

Fig. 10: Confusion matrix for the support 
vector machine classifier.

Fig. 11: Confusion matrix for the random 
forest classifier.

In this work, the predefined sitting postures were classified using the SVM with radial 
basis function (RBF) as the kernel type. The accuracy obtained from the SVM was 95.44% 
which was the lowest accuracy obtained in this project. Furthermore, the F1-score of this 
classifier was 0.9799 which computed with a precision and recall score of 0.9811 and 0.9798,
respectively. The confusion matrix of the model showed that the model managed to correctly 
classify the recommended proper sitting posture with a probability of 0.99. However, the 
model produced the lowest probability of 0.96 when predicting the lean right improper sitting 
posture.

Random forest classifiers obtained the second highest value of accuracy which was
98.72% overall. This classifier’s precision and recall scores were 0.9887 and 0.9884, 
respectively, resulting in an F1-score of 0.9884. Since this classifier recall score was higher 
than the SVM classifier recall score, the F1-score was also higher than the previous classifier. 
In addition, the confusion matrix of the model showed that the random forest classifier 
managed to classify all 2,700 samples of the recommended proper sitting posture correctly,
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giving a probability of 1. However, the posture that was misclassified the most was “lean 
forward” in which 0.04 out of 2,700 samples were misclassified.

Fig. 12: Confusion matrix for the decision tree classifier.

Apart from that, the decision tree classifier recorded the highest accuracy amongst all the 
classifiers that were used in this project with an accuracy of 98.8%. In addition, because of 
the better precision and recall scores of 0.9898 and 0.9896, respectively, this model's F1-score 
was also the highest of the three, at 0.9896. Like the random forest classifier, the decision tree 
classifier also managed to successfully classify all the recommended proper sitting posture 
correctly. However, as compared to the random forest classifier, this classifier was able to 
improve the probability of correctly recognizing the lean forward improper sitting posture by 
0.01.

To summarize, the decision tree classifier was chosen as the top classifier for recognizing
the wheelchair user's sitting posture in this project, followed by the random forest classifier 
with only 0.08% difference in terms of its accuracy. However, there is a significant difference 
in the accuracy value of the support vector machine classifier in comparison to the other two 
classifiers. Ma et al. [3] in their previous paper mentioned that the SVM is quite effective for 
binary classification, but it is considerably more difficult to configure its important parameters 
for multi classification. As a result, the accuracy of SVM classifiers is significantly lower than 
that of other classifiers. The summary of the classification report is tabulated in Table 4 below.

Table 4: Summary of the Classifier Performance

Classifiers Accuracy Scores
Precision Recall F1-Score

Support Vector 
Machine (SVM)

95.44% 0.9811 0.9798 0.9799

Random Forest 98.72% 0.9887 0.9884 0.9884
Decision Tree 98.80% 0.9898 0.9896 0.9896

3.3 Graphical User Interface (GUI)

A GUI mobile application was developed in this project as a complementary tool for 
detecting the sitting posture of the wheelchair user. The mobile application was developed 
using the open-source application inventor for android, namely MIT App Inventor. In this 
mobile application, Bluetooth was chosen as the mode of transmission between the Arduino 
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Microcontroller and user’s smart device. Therefore, all the information was sent and received 
by the mobile application or vice versa via Bluetooth serial connection.

In this platform, the mobile application was built using a web browser where all the works 
were stored in the App Inventor server. The components that were used to build the mobile 
application were chosen based on their functionality in the mobile application. Firstly, a 
ListPicker button was used to display the list of available Bluetooth devices and handle the 
selection. Next, two buttons were chosen to instruct the Arduino to start and stop the data 
recording from the sensor. All the data were subsequently processed by the Arduino before 
the machine learning model, which has been deployed in the Arduino, used to classify the 
current sitting posture of the user. Figure 13 depicts the build workspace of the mobile 
application.

Fig. 13: MIT App Inventor workspace.

On the other hand, all the user interfaces were programmed and controlled using the 
blocks. The App Inventor technique assembled a sequence of blocks together and formed a
group of blocks based on the logic that has been decided by the inventor. Then, all the group 
blocks were automatically generated into a Java programming code by the software. For 
instance, in this study, a letter ‘n’ was sent to the Arduino via Bluetooth serial connection 
which indicated start of the data recording. Prior to this, the Arduino code was also aligned in 
defining the receiving data from the mobile application for the start of the FSR sensor 
recording.

                              (a)                           (b)
Fig. 14: The Default view (a) and Running view (b) of mobile application.
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3.4 Future Works

This work can still be enhanced by incorporating more predefined sitting postures based 
on the typical sitting posture possessed by the wheelchair user. The Rapid Upper Limb 
Assessment (RULA) method can also be used in order to calculate the risk of developing
musculoskeletal disease while possessing the chosen predefined sitting posture [13].
Simultaneously, the number of subjects can be raised to collect a wider range of sensor data 
that could be used in this project and by recruiting real wheelchair users for better simulation
of real-life settings. Finally, the GUI mobile application can also be improved with dedicated
settings based on the wheelchair user’s routine for better sitting posture monitoring.   

4. CONCLUSION
All related aspects of the concepts, mechanisms and methodologies have been thoroughly 

discussed in this paper. In addition, a comprehensive literature review on the related topics 
that highlighted the sitting posture recognition system as well as the sitting posture 
classification has been done in order to kickstart the project work. Overall, this project 
managed to achieve all of its objectives. There were 5 sitting postures, including normal 
posture on the wheelchair that were analyzed. The improper sitting posture in a wheelchair 
was identified using pressure sensors and classified utilizing machine learning, whereby the
decision tree was chosen as the top classifier with the accuracy of 98.8%. Finally, a sitting 
posture detection system in a wheelchair with DT classifier was developed, whereby the
detected posture can be sent as a notification to a mobile phone via Bluetooth.  
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ABSTRACT:  Autism Spectrum Disorder (ASD) is a developmental disorder that impacts 
social communication and conduct. ASD lacks standard treatment protocols or medication, 
thus early identification and proper intervention are the most effective procedures to treat this 
disorder. Artificial intelligence could be a very effective tool to be used in ASD diagnosis as 
this is free from human bias. This research examines the effect of face alignment for the early 
diagnosis of Autism Spectrum Disorder (ASD) using facial images with the possibility that 
face alignment can improve the prediction accuracy of deep learning algorithms. This work 
uses the SOTA deep learning-based face alignment algorithm MTCNN to preprocess the raw 
data. In addition, the impacts of facial alignment on ASD diagnosis using facial images are 
investigated using state-of-the-art CNN backbones such as ResNet50, Xception, and 
MobileNet. ResNet50V2 achieves the maximum prediction accuracy of 93.97% and AUC of 
96.33% with the alignment of training samples, which is a substantial improvement over 
previous research. This research paves the way for a data-centric approach that can be applied 
to medical datasets in order to improve the efficacy of deep neural network algorithms used 
to develop smart medical devices for the benefit of mankind. 

ABSTRAK: Gangguan Spektrum Autisme (ASD) adalah gangguan perkembangan yang 
memberi kesan kepada komunikasi dan tingkah laku sosial. Kelemahan dalam rawatan ASD 
adalah ianya tidak mempunyai protokol rawatan standard atau ubat. Oleh itu pengenalan awal 
dan campur tangan betul merupakan prosedur paling berkesan bagi merawat gangguan ini. 
Kecerdasan buatan boleh menjadi alat berkesan bagi diagnosis ASD kerana bebas campur 
tangan manusia. Penyelidikan ini mengkaji kesan penjajaran muka bagi diagnosis awal ASD 
menggunakan imej muka dengan kebarangkalian penjajaran muka dapat meningkatkan 
ketepatan ramalan algoritma pembelajaran mendalam. Kajian ini menggunakan algoritma 
penjajaran muka MTCNN berasaskan pembelajaran mendalam SOTA bagi pra-proses data 
mentah. Selain itu, kesan penjajaran muka pada diagnosis ASD menggunakan imej muka 
disiasat menggunakan CNN terkini seperti ResNet50, Xception dan MobileNet. ResNet50V2 
mencapai ketepatan ramalan maksimum sebanyak 93.97% dan AUC 96.33% dengan  sampel 
penjajaran latihan, yang merupakan peningkatan ketara berbanding penyelidikan terdahulu. 
Kajian ini membuka jalan bagi pendekatan data berpusat yang boleh digunakan pada set data 
perubatan bagi meningkatkan keberkesanan algoritma rangkaian saraf mendalam dan 
membangunkan peranti perubatan pintar bermanfaat untuk manusia. 
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1. INTRODUCTION  
Autism Spectrum Disorder (ASD) is a complex neurodevelopmental disorder that can 

significantly affect a person's life by impairing their ability to communicate, engage with 
others, and control their repetitive behaviors [1]. There is no precise biomarker to identify ASD, 
and there is no specific medication to treat the condition. Individuals with ASD can benefit 
from specific therapy and support services catered to their needs, therefore, early identification 
and intervention are essential for better outcomes [2].  

Machine learning techniques have shown potential for assisting in the early diagnosis and 
detection of ASD [3]. These techniques make use of algorithms to find patterns and links in 
massive datasets [4], which can assist in pinpointing important characteristics that set ASD 
sufferers apart from those without the illness. Working with big datasets of medical pictures or 
behavioral assessments might greatly benefit from machine learning techniques' capacity to 
process vast amounts of data rapidly and effectively [5]. The capacity of machine learning 
techniques to recognize subtle patterns that can escape the attention of human observers is 
another benefit [6]. For instance, facial recognition algorithms can identify tiny variations in 
facial traits linked to ASD, even in people who do not show more obvious signs of the 
condition. Traditionally, diagnosis of ASD has relied on behavioral assessments but 
conventional interview-based methods have human bias, which leads to the unnecessary delay 
in detection [7]. Rather recent studies have shown that individuals with ASD exhibit distinct 
facial features that can be identified using computer vision techniques [8]. However, one major 
challenge in using facial features for diagnosis is the variability in facial expression and pose 
across individuals [9]. Face alignment is a technique used to normalize facial images and 
reduce such variability [10]. In this paper, we investigate the effect of face alignment on ASD 
diagnosis using facial images and demonstrate the power of alignment in improving the 
accuracy of ASD diagnosis. 

2. METHOD  
Autism Spectrum Disorder (ASD) diagnosis is typically a complex and difficult procedure 

requiring a combination of behavioral assessments, medical evaluations, and standardized 
tests. Utilizing facial images and analyzing facial features and expressions to aid in the 
diagnosis of ASD is a promising area of research [11]. However, the accuracy of such methods 
may be contingent upon the quality and alignment of the facial images employed. Using 
advanced image processing techniques and machine learning algorithms, we will specifically 
investigate the effectiveness of alignment in augmenting the recognition of facial features 
pertinent to ASD diagnosis.  

2.1  Dataset 

The dataset we are using is the children facial image ASD dataset, which is the only 
publicly available dataset online containing the facial images of autistic and non-autistic 
children [12]. This dataset contains a total of 3014 samples of both autistic and non-autistic 
children of age 2 to 14. The ratio of autistic to non-autistic children is 1:1, while the ratio of 
male to female children is 3:1. The dataset is divided into three sections: train, test, and 
validation, with 2654, 280, and 80 samples of ASD and control children, respectively. 
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Table 1: The formation of ASD dataset 

Split Number  Binary Class 

Train set 2654 
0.non-ASD  

1.Autistic (ASD) 
Test set 280 

Valida set 80 
 

2.2  Dataset Pre-processing 

The data has been pre-processed in chronological order. MTCNN, a deep CNN for face 
detection and alignment, was first used to align the test sample as shown in Fig. 1(a). Three 
levels of Convolutional Neural Networks in the MTCNN can detect faces and landmarks such 
eyes, noses, and mouths [13]. After detecting left and right eye coordinates, we can calculate 
the displacement angle and rotate the picture for the final alignment shown in Fig. 1(a). P-Net, 
the Proposal Network, is the initial phase of the MTCNN and functions as a proposal generator. 
Its principal function is to generate prospective face-containing bounding boxes. It consists of 
three convolutional layers and two fully connected layers. The input filter of P-Net takes the 
images of 12x12 pixels and the filter sizes in the convolutional layers are 3x3. P-Net generates 
a list of candidate bounding boxes and their corresponding facial landmark positions. The 
initial objective of these processes is face recognition, where the cross-entropy loss for each 
sample is calculated as 

                                      (1) 

where  is the probability that the sample i = {0,1,...,n} contains a face, as determined by the 
P-Net, and  is the ground truth level.  

The second stage of MTCNN is R-Net, which refines the bounding boxes for different faces, 
generated by P-Net. There are two fully connected layers followed by three convolutional 
layers. The input of R-Net is 24x24 pixels, where the filter sizes in convolutional layers are 
3x3. R-Net categorizes the candidate boxes as face or non-face and regresses the bounding box 
coordinates to enhance their precision. For R-Net to construct a bounding box, the four 
extremities of the box must be located, which is treated as a regression problem, and the 
Euclidean loss for each sample is computed by multiplying the sample size by the Euclidean 
loss. 

                                                                                    (2) 

where  is the intended level derived from the neural network and  is the coordinate of 
the ground level.  

O-Net, the Output Network, is the last stage of MTCNN and is responsible for the most precise 
face detection and facial feature alignment. It derives detailed facial features, such as facial 
landmarks (e.g., eyes, nose, mouth), from the refined candidate boxes provided by R-Net. The 
construction of O-Net is much more complex than the previous P-Net or R-Net, which consists 
of three convolutional layers followed by three fully connected. O-Net's input dimension is 
48x48 pixels. The dimension of the filters in the convolutional layers is 3x3. For accurate face 
detection, O-Net classifies the candidate boxes, performs facial landmark localization, and 
refines the bounding box coordinates. For the creation of the bounding box, four coordinates 
such as top, breadth, and height are necessary, thus . In the final phase, the 
Euclidean loss is again minimised according to the following equation to formulate the face 
landmark detection task. 
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                                                          (3)

where is the co-ordinates of facial landmarks - Left eye, right eye, nose, left corner 
of mouth and right corner of mouth and is the ground truth co-ordinate for the ith 
number of images, thus .After the detection of the left and right eye co-
ordinates we can get the angle and the image has to be rotated anti-clockwise at an angle 
for Alignment. 

Figure 1(b) depicts the subsequent phase of the pre-processing, which is the horizontal flip
of the test samples. This action is performed after the alignment procedure and is also used as 
a separate training set for deep learning models. The horizontal flip improves the training of 
deep learning models because it increases the quantity of training data and provides the model 
with more diverse examples from which to learn [14]. A second training set is created by 
combining the facial image samples with the basic Gaussian salt and pepper noise, as depicted 
in Fig. 1(c). Previous research predicted that low image quality would negatively impact the 
training and efficacy of the deep learning model [15]. Adding noise provides the algorithm 
with a chance to deal with low-quality training samples, which may slightly boost its 
performance.

                         (a)                                                    (b)                                                 (c)

Fig. 1: (a) Face Alignment (b) Horizontal flip and (c) Noise addition pipeline for training samples.

2.3  Experimental Setup

The model is trained on Kaggle platform using the Tensorflow library. In this experiment, 
deep learning models ResNet50V2 [16], Xception [17], and MobileNetV2 [18] are selected 
based on the high accuracy reported by Alam et al. [19] with transfer learning approach as 
shown in Fig. 2. 

Fig. 2: ASD diagnosis process using facial image and transfer learning approaches.

All these CNN models are pretrained on the large-scale ImageNet database using a 
supercomputer to determine the initial weights for image classification tasks. The 
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hyperparameters for model training are held constant in accordance with the best configuration 
from the same model-centric research. Adagrade is chosen as the optimizer, the batch size is 
maintained at 32, and the learning rate is set to 0.001. For evaluating performance, Accuracy, 
AUC, Precision, and Recall were considered as performance metrics to benchmark with 
existing methods. 

3. RESULTS AND DISCUSSION 
3.1  Performance Evaluation for Different Training Sets 

In this section, the results obtained from the distinct training sets were analyzed and 
presented after face alignment and further processing. Table 2 shows the detection performance 
of various CNN models with face alignment. The validation and test sets are left unaltered in 
order to compare the results with recent research. After applying flip and noise addition 
separately to the aligned training set, the performance evaluation is done again on the test set. 
Finally, all three sets are combined for training resulting in three times as many training 
samples as the original training set and later is evaluated with same test set. For face alignment 
only, ResNet50V2 achieves the highest test accuracy of 93.93% with 96.33% AUC, while the 
Xception model also performs very closely with 92.14% accuracy and 95.91% AUC. After 
applying flip and noise to the aligned dataset during training, the test results are not as 
impressive; rather, the prediction accuracy drops dramatically. The test accuracy is recorded at 
88.57% with 93.30% AUC for the ResNet50V2 model applying flip, but the results of other 
training sets with other models are not good enough to be considered. By combining all three 
sets while training three distinct deep CNN models, ResNet50V2 achieved the highest 
performance having 92.86% accuracy and 95.65% AUC which is actually lower than that 
accuracy of applying face alignment only. 

Table 2: The performance of different deep learning models with face alignment 

Dataset 
Processing 

Training 
Dataset size 

Algorithm Accuracy AUC Precision Recall Loss 

Face  
Alignment 

2654 ResNet50V2 93.93 96.33 93.93 93.93 0.373 
Xception 92.14 95.91 92.14 92.14 0.360 

MobileNetV2 84.64 92.20 84.64 84.64 0.451 
Face 

Alignment 
with Flip 

2654 ResNet50V2 88.57 93.30 88.57 88.57 0.576 
Xception 87.50 94.06 87.50 87.50 0.482 

MobileNetV2 82.14 87.23 82.14 82.14 0.742 
Face 

Alignment 
with Noise 
Addition 

2654 ResNet50V2 72.50 80.66 72.50 72.50 1.017 
Xception 88.21 93.91 88.21 88.21 0.351 

MobileNetV2 63.21 72.33 63.21 63.21 1.247 

Face 
Alignment+ 
Flip+Noise 
Addition 

7062 ResNet50V2 92.86 95.65 92.86 92.86 0.496 
Xception 92.50 94.75 92.50 92.50 0.473 

MobileNetV2 86.43 91.63 86.43 86.43 0.718 

Table 3 displays the training accuracy, Tacc, and validation accuracy, Vacc, for various deep 
CNN models while training with distinct datasets produced by dataset preprocessing. Face 
alignment for ResNet50V2 has a Tacc of 99.5%, plainly demonstrating the justification for 
performing it during training. After employing flip augmentation and merging all processed 
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datasets for training, Tacc for ResNet50V2 is increased to nearly 99.8%. Using all three training 
sets (Face Alignment + Flip+ Noise Addition) cumulatively for training, the Xception model 
also demonstrates a very good training performance with an accuracy of 99.7%. Increase in 
training accuracy indicates that models are learning more effectively from the training set and 
are expected to perform well during testing. The 99.8% validation accuracy for face alignment 
demonstrates the superior learning capability of ResNet50V2, while the models’ performances 
are sufficiently good enough to contribute the value for this research work.

Table 3: The Training (Tacc) and validation accuracy (Vacc) after Face alignment and applying 
augmentations

Figure 3 depicts the aforementioned scenario with graphical representations, 
demonstrating that ResNet50V2 outperforms all other models for aligned facial images of ASD 
and control children. According to the graph, the performance is lowest for noise addition with 
aligned training set, which has a testing accuracy of only 62.31%.

Figure 4 shows the training and validation accuracy curve for the best result after face 
alignment of the training samples. The training is consistent with the validation curve, and no 
significant overfitting is observed, as the validation accuracy follows the training curve until 
its convergence. The trend holds true for validation loss as well. Figure 5 depicts the confusion 
matrix for the identical experimental configuration with face alignment on training samples. 
The number of missed predictions is indicated by the white boxes, and for the ResNet50V2 
model, only one control child was incorrectly classified as autistic, while the number of wrong
predicted images for the autistic sample is 16. Thus overall, the number total is 17 while the 
numbers for missed predictions are 22 and 43 for Xception and MobileNetV2 respectively 
which makes the ResNet50V2 superior to other models for face alignment on training set.

Fig. 3: Performance graph for the different CNN models for a specific training set.

Face Alignment Face Alignment 
with Flip

Face Alignment 
with Noise Addition

Face Alignment + 
Flip+ Noise Addition

Tacc Vacc Tacc Vacc Tacc Vacc Tacc Vacc

ResNet50V2 0.995 0.988 0.998 0.950 0.995 0.775 0.998 0.975
Xception 0.988 0.975 0.991 0.950 0.987 0.938 0.997 0.975

MobileNetV2 0.971 0.938 0.970 0.888 0.965 0.688 0.989 0.950
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(a)      (b)      (c) 

 

 

 

 
 

 

(a)       (b)       (c) 
Fig. 4: Graphical representation of training and validation accuracy of (a) ResNet50V2, (b) 

MobileNetV2 and (c) Xception model and training and validation loss of (a) ResNet50V2, (b) 
MobileNetV2 and (c) Xception model for face alignment. 

 
 (a)                   (b)                    (c) 

Fig. 5: Confusion matrix of (a) ResNet50V2, (b) Xception and (c) MobileNetV2 model for the face 
alignment. 

 
Fig. 6: ROC curve of (a) ResNet50V2, (b) Xception and (c) MobileNetV2 model for the face 

alignment. 
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ROC displays the area under the curve, AUC, which provides the region that states the 
model's coverage; the larger the area, the greater the model's ability to detect the correct class 
without any error. Figure 6 displays the ROC for three models with values for the best 
performing experimental setup - alignment of facial images of the training set. Based on the 
ROC plot, ResNet50V2 has a larger area, indicating a greater likelihood of correctly detecting 
the sample. 

3.2  Discussion 

In this study the effect of face alignment on the diagnosis of Autism Spectrum Disorder 
(ASD) is explored using facial images. Here we used ASD dataset containing facial images of 
children with ASD and typically developing children. The dataset contained facial image 
samples which were fed through MTCNN for face alignment. It is hypothesized that aligned 
facial images can improve the accuracy of ASD diagnosis by reducing variations in head 
position and facial expressions. 

The diagnosis of ASD using facial images and a deep learning algorithm is a relatively 
novel field of research. ASD is a disorder characterized by a deficiency in neurological 
development and the human face can reveal information about brain function and structure 
[20]; therefore, the face could be a crucial biomarker for diagnosing ASD. Using deep learning, 
researchers are attempting to identify facial characteristics that correlate with neurological 
disorders which are invisible to the human eye. Table 4 shows a very brief comparison of the 
performance metrices of the contemporary research works. In early 2021, Rabbi et al. [21] 
accomplished a very good prediction accuracy by training their own CNN using ASD facial 
image dataset. Later, Arumugam et al. [22], Shaik et al. [23] and Kaur et al. [24] obtained 91%, 
84.67% and 70% respectively using VGG16. Akter et al.  [25] has performed training using 
shallow and deep methods and achieved an accuracy of 92.1% using MobileNet-V1. Further, 
Rahman et al. [15], Alsaade et al. [26] obtained 90~91 percent prediction accuracy using 
Xception. Recently, Alam et al. [19] performed an ablation study and achieved the highest 
accuracy (95%) of all.  

Table 4: Comparison of performance parameters with the recent research 

Ref CNN Model Sample 
size 

Accuracy 
% 

Precision Recall Data pre-
processing 

Rabbi et al. [21] own CNN 2940 92.32 89.72 93.45 None 
Arumugam et al. [22] VGG16 2940 91.00 - - None 

Shaik et al. [23] VGG16 2940 84.67 - - None 
Akter et al. [25] MobileNet-V1 2940 92.10 92.10 92.10 None 

Rahman et al. [15] Xception 2940 90.00 - - None 
Alsaade et al. [26] Xception 2940 91.00 - - None 
Alam et al. [19] Xception 3014 95.00 95.00 95.00 Cleaning 
Kaur et al. [24] VGG16 2940 70.00   None 

Our Proposed Face Alignment  

Face Alignment ResNet50V2 3014 93.93 93.93 93.93 Alignment 
Face Alignment with Flip ResNet50V2 3014 88.57 88.57 88.57 Flip 

Face Alignment with Noise 
Addition 

ResNet50V2 3014 72.50 72.50 72.50 Noise 
Addition 

Face Alignment + Flip+ 
Noise Addition 

ResNet50V2 8322 92.86 92.86 92.86 All 
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Dataset pre-processing techniques such as Align, Horizontal flip, or noise addition were 
not being used by any researchers prior to this work to improve the quality and increase the 
number of samples of the training data. Image alignment is very necessary to bring symmetry 
to the dataset by aligning the facial landmarks that result in better outcomes in classification 
[27]. After aligning the dataset, the highest reported prediction accuracy in this study is 93.93 
percent. Despite the fact that employing other augmentations after image alignment improves 
training accuracy according to Table 2, the evaluation of the test dataset is not remarkable. The 
training evaluation performance of the synthesized training dataset, comprising all three 
combinations, is very promising since evaluating with the test dataset results in lower values 
of accuracy than that of using only face alignment.  

Data augmentation introduces high variance in the samples of the training dataset, which 
can negatively impact evaluation performance. The variations introduced to both classes bring 
about certain similarities which cause overfitting, limited generalization, increased 
misclassifications and lastly, impose increased computational requirements. Relatively 
applying face alignment improved the detection accuracy by outperforming almost all the 
previous research, as shown in Table 3. Our research demonstrates a lower value than the 95% 
accuracy reported by Alam et al. [19], suggesting that alignment alone is insufficient to 
improve the performance of deep learning algorithms. Rather, a detailed data-centric strategy 
should be investigated in greater depth. Poor image quality and inadequate medical validation 
of the ASD patients present in the training set are additional limitations of this study. 

4.   CONCLUSION  
Our study highlights the importance of face alignment in improving the accuracy of 

Autism Spectrum Disorder (ASD) diagnosis using facial images. We explored the effect of 
alignment on the classification performance of three state-of-the-art deep learning models, and 
our results showed a significant improvement in prediction accuracy when using aligned faces 
compared to unaligned faces. Our findings suggest that accurate face alignment can improve 
the quality of facial features used by machine learning models, leading to more accurate and 
reliable predictions. The best performance was achieved with alignment only, where we 
achieved a prediction accuracy of 93.97% with 96.33% AUC using ResNet50V2. This is a 
significant improvement over previous research which has important implications for the 
diagnosis of ASD, where accurate and early diagnosis is crucial for effective intervention and 
treatment. We believe that our study opens up new avenues for future research on the use of 
face alignment for ASD diagnosis using facial images, and we hope that our results will 
contribute to the development of more innovative tools for medical professionals. 
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