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ABSTRACT: In the age of technology, microgrids have become well known because of 

their capability to back up the grid when an unpleasant event is about to occur or during 

power disruptions, at any time. However, the microgrid will not function well during 

power disruptions if the controller does not respond fast enough and the BESS will be 

affected. Many types of controllers can be used for microgrid systems. The controllers 

may take the form of Maximum Power Point Tracking (MPPT) Controller, Proportional 

Integral Derivative (PID) Controller, and Model Predictive Controller (MPC). Each of 

the controllers stated has its functions for the microgrid. However, two controllers that 

must be considered are PID and MPC. Both controllers will be compared based on their 

efficiency results which can be obtained through simulations by observing both graphs in 

charging and discharging states. Most researchers implied that MPC is better than PID 

because of several factors such as MPC is more robust and stable because of its 

complexity. Other than that, MPC can handle more inputs and outputs than PID which 

can cater to one input and output only. Although MPC has many benefits over the PID, 

still it is not ideal due to its complex algorithm. This work proposed an algorithm of 

simulations for the MPC to operate to get the best output for microgrid and BESS and 

compare the performance of MPC with PID. Using Simulink and MATLAB as the main 

simulation software is a very ideal way to simulate the dynamic performance of MPC. 

Furthermore, with Simulink, unpredictable variables such as Renewable Energy (RE) 

sources input and loads demands that are related to MPC can be measured easily. The 

algorithm of MPC is a cost function. Then the performance of the MPC is calculated 

using Fast-Fourier Transform (FFT) and Total Harmonic Distortion (THD). Lower THD 

means a higher power factor, this results in higher efficiency. This paper recorded THD 

of 9.57% and 12.77% in charging states and 16.51% and 18.15% in discharging states of 

MPC. Besides, PID recorded THD of 22.10% and 29.73% in charging states and 84.29% 

and 85.58% in discharging states. All of the recorded THD is below 25% in MPC and it 

shows a good efficiency while PID’s THD is above 25% shows its inefficiency.  

ABSTRAK: Pada zaman teknologi, mikrogrid menjadi terkenal kerana keupayaannya 

untuk menjana kuasa grid apabila kejadian yang tidak menyenangkan bakal berlaku atau 

ketika terjadinya gangguan kuasa, pada bila-bila masa. Walau bagaimanapun, mikrogrid 

tidak dapat berfungsi dengan baik semasa gangguan kuasa jika alat kawalan  tidak 

bertindak balas dengan cukup pantas dan BESS akan terjejas. Banyak alat kawalan 

(pengawal) boleh digunakan bagi keseluruhan sistem mikrogrid. Setiap pengawal adalah 

berbeza seperti Pengawal Penjejakan Titik Kuasa Maksimum (MPPT), Pengawal 

Berkadar Terbitan Kamilan (PID) dan Pengawal Model Ramalan (MPC). Setiap 

pengawal yang dinyatakan mempunyai fungsinya yang tersendiri bagi mikrogrid. Walau 

bagaimanapun, dua pengawal yang perlu dipertimbangkan adalah PID dan MPC. Kedua-

dua pengawal ini akan dibandingkan berdasarkan keputusan kecekapan yang boleh 

57



IIUM Engineering Journal, Vol. 24, No. 1, 2023 Zulkifly et al. 
https://doi.org/10.31436/iiumej.v24i1.2435 

 

didapati melalui simulasi dengan memerhati kedua-dua graf pada keadaan pengecasan 

dan nyahcas. Ramai penyelidik menganggap bahawa MPC adalah lebih baik berbanding 

PID kerana beberapa faktor seperti MPC lebih teguh dan stabil kerana kerumitannya. 

Selain itu, MPC dapat mengendalikan lebih banyak input dan output berbanding PID 

yang hanya dapat menyediakan satu input dan output sahaja. Walaupun MPC 

mempunyai banyak faedah berbanding PID, ianya masih tidak sesuai kerana algoritma 

yang kompleks. Kajian ini mencadangkan algoritma simulasi bagi MPC beroperasi 

mendapatkan output terbaik untuk mikrogrid dan BESS dan membandingkan prestasi 

MPC dengan PID. Perisian simulasi utama yang sangat ideal bagi mensimulasi prestasi 

dinamik MPC adalah dengan menggunakan Simulink dan MATLAB. Tambahan, dengan 

Simulink, pembolehubah yang tidak terjangka seperti sumber Tenaga Boleh 

Diperbaharui (RE) dan permintaan beban yang berkaitan MPC boleh diukur dengan 

mudah. Algoritma MPC adalah satu fungsi kos. Kemudian prestasi MPC dikira 

menggunakan Penjelmaan Fourier Pantas (FFT) dan Total Pengherotan Harmonik 

(THD). THD yang lebih rendah bermakna faktor kuasa meningkat, ini menghasilkan 

kecekapan yang lebih tinggi. Kajian ini mencatatkan THD sebanyak 9.57% dan 12.77% 

dalam keadaan mengecas dan 16.51% dan 18.15% dalam keadaan nyahcas oleh MPC. 

Selain itu, PID mencatatkan THD sebanyak 22.10% dan 29.73% dalam keadaan 

mengecas dan 84.29% dan 85.58% dalam keadaan nyahcas. Semua THD yang 

direkodkan adalah di bawah 25% bagi MPC dan ia menunjukkan kecekapan yang baik 

manakala THD bagi PID adalah melebihi 25% menunjukkan ketidakcekapan. 

KEYWORDS: maximum power point tracker (MPPT) controller; proportional integral 

derivative (PID) controller; model predictive controller (MPC); battery 

energy storage system (BESS) 

1. INTRODUCTION  

Today, many countries have been slowly exchanging the generation of electricity 

from non-renewable energy to renewable energy such as biomass, solar, and wind energy. 

In Malaysia, the government has announced to increase power generation using renewable 

resources to 20% from 2%. In [1], it stated that Malaysia has higher opportunities in solar 

power generation than other types of renewable energy. This is because Malaysia is 

located near the equator where the amount of sun irradiation is high [1]. The photovoltaic 

(PV) system is applied to harvest solar power.  

The PV system is a power system that generates electricity directly from sunlight 

using PV cells. When sunlight strikes a PV cell's surface, it transforms light energy into 

electrical energy using the principle of forming a potential energy difference between 

photons and electrons. The combination of PV cells is called PV panel and the 

combination of PV panels is called PV module/array as can be seen in Fig. 1 [2], [3]. PV 

modules that are connected to the utility grid are called grid-connected PV (GCPV) 

systems. Other than that, a PV module that is not linked to the utility grid is called a stand-

alone PV system. PV systems consist of several components to meet the goal of each 

system [4]. [3] said that GCPV and stand-alone PV have different components and 

configurations, thus both have different performances. GCPVs excess electricity generated 

from the solar module can be sold to the grid, hence it does not require a battery in the 

system. However, a stand-alone PV needs batteries to keep excess electricity generated by 

the solar panels, and this type of PV system is usually for the consumer that lives far from 

the city [3]. Figure 2 illustrates the types of PV systems in a hierarchy chart [4]. A single 

GCPV system usually consists of power conditioning units, inverters, solar panels, and 

grid connection equipment. Most GCPV systems are related to the microgrid.  
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Fig. 1: The illustration of PV cell, PV panel, and PV array [3]. 

 

 

Fig. 2: The types of PV systems [4]. 

The microgrid is a type of electric power distribution system that consists of 

distributed energy resources (DER), interconnected loads, and various types of the 

consumer of electrical devices [5], [6]. Microgrids are not only able to supply small 

electrical devices but are also able to supply the full power needed by the consumer [7]. 

Moreover, the microgrid runs in a grid-connected mode through the subsidiary station 

transformer. When the grid is unable to operate, the microgrid will provide enough power 

to supply electricity to the end-user and remain operational as an autonomous (island-

mode) entity [8]. However, for the microgrid to run smoothly, a high level of maintenance 

is needed. In this regard, a distributed energy storage system (ESS), distributed generation 

(DG) power, interlinking converter (IC), and controller are needed to develop system 

reliability [9]. A common microgrid structure including loads and distributed energy 

resource units is illustrated in Fig. 3 [10]. 

 

Fig. 3:  Common microgrid structure integrating DERs and loads [10]. 
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Nowadays, there are several common types of microgrids such as campus/institutional 

microgrids [11], military microgrids [12], and commercial and industrial microgrids [13] 

most of which have an architecture with AC-DC power systems or hybrid AC-DC 

microgrids  [14] as shown in Fig. 4.  

 
Fig. 4:  Common microgrid structure integrating DERs and loads [14]. 

The hybrid microgrid is commercially used because of its efficiency that can easily 

change the architecture of the microgrid from islanded to grid-connected mode and reduce 

the conversion steps of AC power to DC power and vice versa [9]. Although it is a good 

power system, AC-DC architecture still has its drawback due to the interface power 

electronic converter [15]. This will disrupt the quality of power supply for both AC and 

DC networks. 

The effect of the quality is majorly based on the controller and BESS. A microgrid 

controller is equipment that allows initializing of a microgrid by controlling DER and 

loads in an electrical system to maintain voltage and frequency in an optimized condition 

[16]. While BESS are rechargeable battery systems used for storing electric charges and 

providing them to homes or businesses. They are very efficient in handling difficult tasks, 

such as peak shaving and load shifting [17] and maintaining the reliability of the system 

(intake excess power generation or supply power to loads during power shortage) [18]. 

Both are important in the microgrid to maintain the quality of power which, if not handled 

properly, would create output power fluctuations [19], [20]. 

Several controllers are commonly used in microgrids such as the PID controller, the 

MPPT controller, and the MPC [21], [22]. However, the most used controller is the MPC. 

[23] states that the MPC has a better performance than the PID in terms of vehicle control 

and the enhanced MPC has the fastest response in the drone’s movement control [24]. 

Besides, [25] remarks that the MPC is more robust and stable because of its complexity. 

Paper [26] explains that the MPC can handle more inputs whereas the PID can only cater 

to one input and output. MPC is a control technology that makes use of past information 

and model prediction to predict the process output which is the characteristic of a system’s 

arbitrary number of sampling steps into a timeline view based on a set of the reference 

control signal and predicted variable [27], [28].  According to Panda and Arnab’s [18] 

research, MPC is used to control the AC grid side inverters and DC grid side converters. 

This approach is to enhance the power quality and reliability of the grid. Other than that, 

MPC is used to improve cost optimization, single-period horizon prediction, and 

monitoring output voltage. Furthermore, the use of MPC has been increasing in the 

microgrid where it acts as the controller. MPC has also been applied to many other 

industrial-related applications due to its efficiency [28-30]. The reason why MPC is 

preferable to be implemented in a microgrid is that the microgrid depends on RES (solar 

and wind energy) and BESS which cause uncertainties in load demand during the day, 

night, and unpleasant weather [31]. Babayomi et al. [32] expressed that the MPC can cope 
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with complex and dynamic systems with multiple inputs and outputs and systems with 

uncertainties and disturbances and even reduce the computational operation [33]. The 

microgrid is therefore an optimal control strategy [27], as shown in Fig. 5. 

 

                         

                         Fig. 5: Microgrid with multiple energy sources and converters [27]. 

Based on the figure described by Shan et al. [27], there are two parts critically 

involved: the AC sub-grid with AC loads and the DC sub-grid with DC loads. The AC 

and DC buses are connected to each other via bidirectional AC-DC IC. In this system, 

predictive voltage and power (MPVP) and model predictive current and power (MPCP) 

control models are both utilized. While MPVP is used to regulate the AC-DC IC., MPCP 

is employed to manage the bidirectional DC-DC converter in BESS. A DC-DC converter 

connects BESS to the DC bus. Both controls are applied to regulate the DC-DC converter 

and the AC-DC converter for reliable DC and AC bus voltage and smooth RE outputs. 

Other than that, BESS, with good performance while charging and discharging, is 

needed for microgrid control. Yilmaz et al. [29] stated that the overall performance of 

BESS is solely dependent on control performance, MPC, which needs a predictive 

variable. With the aid of MPC, BESS's role in a microgrid is to make up for forecasting 

errors and lower operating costs brought on by RES and load demand. Additionally, MPC 

controls the power consumed or supplied by BESS, which is necessary to obtain the 

predictive variables. To maintain the power balance within microgrids, the BESS should 

discharge and charge accordingly [27].  

In this paper, the simulation of MPC in a microgrid with BESS is done in 

MATLAB/SIMULINK. A model in the MATLAB/SIMULINK is made and the 

performance of MPC is tested using Fast-Fourier Transform (FFT). 

2. ANALYSIS OF MICROGRID COMPONENT 

Concerning BESS, one aspect that must be compliant before using it in any system is 

the state of charge (SoC). SoC is the proportion of a battery’s nominal capacity to its 

capacity at a time. SoC detects the battery capacity, 100% denotes a full charge, while 0% 

denotes an empty battery [34]. Mu and Xiong [35] give the equation for the SoC ratio, as 

shown in Eq. (1): 

𝑆𝑜𝐶𝑡 = 𝑆𝑜𝐶0 − ∫ ƞ𝑖𝐼𝐿 , 𝜏
𝑡

0

𝑑𝜏/𝐶𝑎 (1) 

where  

SoCt = present SoC 
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SoC0 = SoC initial value 

IL = instantaneous load current  

ni = Coulomb efficiency 

Ca = present maximum available capacity 

The output of a PV generator is solely dependent on solar irradiance. If the weather is 

unpredictable with cloudy or rainy conditions, the PV output will surely fluctuate. Qian et 

al. [36] stated that, the result of the fluctuation will affect the power quality of the PV 

generator that is connected to BESS. The quality of the PV can be evaluated by the 

equation of Performance Ratio (PR) as informed in IEC 61724 as “Photovoltaic system 

performance monitoring: guidelines for measurement, data exchange, and analysis” [37]. 

The equation for PR is shown in Eq. (2):   

𝑃𝑅 =
𝐸𝐴𝐶

𝑃𝑀𝑃𝑃,𝑁𝑂𝑀
∗ 𝐺𝛥𝑇

𝐺∗

 (2) 

where  

𝑃𝑅 = Performance Ratio 

𝐸𝐴𝐶 = energy sent to the grid efficiently 

𝑃𝑀𝑃𝑃,𝑁𝑂𝑀
∗ = the product of the nameplate Standard Test Condition (STC) power and the 

quantity of PV modules in the system. 

𝐺𝛥𝑇 = annual in-plane irradiation in a certain period 

𝐺∗ = in-plane effective irradiance  

Noted that STC is also known as rated power PV generator. 

In the meantime, managing SoC is very important for BESS effectiveness and BESS 

sizing capacity. Other than that, controlling SoC can reduce the violation of the BESS’s 

SoC operating range during renewable integration continuously. SoC management of 

BESS is very important whenever PV and BESS are increasing rapidly. Other than that, 

the BESS that is connected to MPC needs predictive variables. The predictive variables of 

BESSs are set on the discrete-time model of converters.  

 

Fig. 6: Configuration of BESS. 

From Fig. 6, [38] provided three equations that characterized the voltage Vg of a 

three-phase AC power supply, using filter inductance L and resistance R. 

𝑉𝑎𝑁 = 𝐿
𝑑𝑖𝑎

𝑑𝑡
+ 𝑅𝑖𝑎 + 𝑉𝑔𝑎 (3) 
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𝑉𝑏𝑁 = 𝐿
𝑑𝑖𝑏

𝑑𝑡
+ 𝑅𝑖𝑏 + 𝑉𝑔𝑏 (4) 

𝑉𝑐𝑁 = 𝐿
𝑑𝑖𝑐

𝑑𝑡
+ 𝑅𝑖𝑐 + 𝑉𝑔𝑐 (5) 

Table 1: Switching states and voltage vectors 

x Sa Sb Sc Voltage Vectors, v 

1 0 0 0 𝑣0 = 0

2 1 0 0 
𝑣1 =

2

3
𝑉𝑑𝑐

3 1 1 0 
𝑣2 =

1

3
𝑉𝑑𝑐 + 𝑗

√3

3
𝑉𝑑𝑐

4 0 1 0 
𝑣3 = −

1

3
𝑉𝑑𝑐 + 𝑗

√3

3
𝑉𝑑𝑐

5 0 1 1 
𝑣4 = −

2

3
𝑉𝑑𝑐

6 0 0 1 
𝑣5 = −

1

3
𝑉𝑑𝑐 − 𝑗

√3

3
𝑉𝑑𝑐

7 0 1 1 
𝑣6 =

1

3
𝑉𝑑𝑐 − 𝑗

√3

3
𝑉𝑑𝑐

8 1 1 1 𝑣7 = 0

 𝑠(𝑡) = {
1, 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝑚𝑜𝑑𝑒
0, 𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 𝑚𝑜𝑑𝑒

(6) 

𝑖𝑝(𝑘 + 1) = (1 −
𝑅𝑇𝑠

𝐿
) 𝐼(𝑘) +

𝑇𝑠

𝐿
(𝑣(𝑘) − 𝑣𝑔(𝑘)) (7) 

𝑃𝑝(𝑘 + 1) = 1.5𝑅𝑒{𝑖−𝑝(𝑘 + 1)𝑣𝑔
𝑚(𝑘)} (8) 

𝑄𝑝(𝑘 + 1) = 1.5𝐼𝑚{𝑖−𝑝(𝑘 + 1)𝑣𝑔
𝑚(𝑘)} (9) 

The derivation of Eq. (3) to Eq. (5) through space vector, switching states and voltage 

vectors (Table1) will give Eq. (6) which is the future current at the sampling instant k + 1. 

From Eq. (6), i(k) and vg(k) are the three-phase currents, and voltage of BESS measured 

at sampling instant k with sampling time Ts.  They [38] also assumed that the voltage at 

sampling instant k + 1 equals to measured grid voltage at kth sampling instant (vg(k + 1) = 

vg(k)). As a result, the predicted instantaneous real and predictive powers are Eq. (7) and 

Eq. (8). Eq. (6) to Eq. (8) show that the predictive current and power rely on the system 

model, converter, and filter parameters. In the conclusion, inaccuracy in predictive 

variables will occur if there are any changes in the model parameters.  
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Furthermore, according to Fig. 7, there are two states of BESS, which are charging 

and discharging. The illustration proposed by Shan et al. [27] demonstrates the current 

flow between BESS, RES and the rest of the microgrid (ROM).  

Fig. 7: Illustration of 2 states within the BESS system [27]. 

In order to charge or discharge the BESS, the cost function should be considered. So, 

they [27] proposed a cost function Eq. (9) to optimize BESS current. 

 𝐽𝑐 = |𝐼𝐵
∗ − 𝐼𝐵(𝐾 + 1)|

𝑠. 𝑡𝑆𝑂𝐶𝑚𝑖𝑛 ≤ 𝑆𝑂𝐶 ≤ 𝑆𝑂𝐶𝑚𝑖𝑛, 𝐼𝐵 ≤ |𝐼𝐵_𝑟𝑎𝑡𝑒𝑑| 

(10) 

𝑖𝐿
∗ ∗ 𝐼𝐵

∗ (𝑣𝑑𝑐
∗)2

𝑅∗𝑣𝑏(𝑘)
(11) 

• IB = Battery current.

• IB* = Battery current set with electricity price in grid-connected operation.

From Fig. 7, the relationship between the currents can be obtained using Kirchoff’s current 

law (KCL) in the form of an equation. 

IDC = IRES − IC − IROM (12) 

• IDC = current supplied/used by BESS.

• IRES = current from RES.

• IC = current flow of DC side capacitor.

• IROM = current flow into DC loads and inverter.

Fig. 8: Operation of BESS system in grid-connected microgrid [27]. 

In the meantime, proposed Fig. 8 by [27], showed the block diagram of the MPC 

strategy. They [27] said that, to control the charging and discharging current of BESS, the 

voltage VB, current IB and DC voltage VDC are needed to predict the battery current IB(k+1).  

A simple but effective MPC strategy for the Bidirectional converter is proposed, to 

improve its dynamic performance. The advantage of the presented strategy is that the 

problem is formulated in a way that only a one-step prediction horizon is needed to control 
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the converter. Therefore, a proper cost function elaborated in terms of the inductor current 

is proposed. The MPC working principle applied to the Bidirectional converter under 

study is illustrated in Fig. 9. Tables 2 to 4 listed the required parameters for the 

simulations of model predictive control in Simulink. 

        Fig. 9: Model Predictive Controller block diagram. 

Table 2: Generic battery model parameters 

Parameters Formula Value 

Constant Battery Current, Ib 1.3 𝐴 

Rated Battery Capacity, Qo 6.5 𝐴h 

Internal Resistance, Rb 2 𝑚Ω 

Fully Charged Voltage, Vfull 1.39 𝑉 

Exponential Voltage, Vexp 1.28 𝑉 

Nominal Voltage, Vnom 1.18 𝑉 

Exponential Capacity, Qexp 𝑄𝑒𝑥𝑝 =  𝐼𝑏 ∗ 1 1.3 𝐴 

Nominal Capacity, Qnom 6.25 𝐴ℎ 

Exponential Zone Amplitude, A 𝐴 =  𝑉𝑓𝑢𝑙𝑙 –  𝑉𝑒𝑥𝑝 0.11 

Exponential Zone Time Constant 

Inverse, B 
𝐵 =  3/𝑄𝑒𝑥𝑝 2.3077 

Polarization Voltage, K K = (Vfull - Vnom +A*(exp(-B*Qnom)-

1)) *(Qo -Qnom)/Qnom 
0.004 

Battery Constant Voltage, Eo 𝐸𝑜 =  𝑉𝑓𝑢𝑙𝑙 +  𝐾 +  𝑅𝑏 ∗ 𝐼𝑏 −  𝐴 1.28 

Table 3: Boost Converter Model parameters 

Parameters Value 

PV Nominal Temperature  25℃ 

Irradiance 0 & 1000kW/𝑚2

Power GUI Discrete 

PV Capacitance, C_PV 100 µF 

PV Inductance, L_PV 5mH 

Boost Capacitance, C_Boost 3300 µF 

Load 5Ω 
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Table 4: Bidirectional Converter Model parameters 

Parameters Formula Value 

Battery Type  Nickel-Metal-

Hydride (NiMH) 

Battery Capacitance, C_Battery, Cb  700µF 

Battery Inductance, L_Battery, Lb  33mH 

Output Capacitance, C2  2mF 

Load, R  5Ω 

Measured Disturbance Signal, vb  6V 

Steady State Duty Cycle, S  0.5 

Steady State DC Bus Voltage, vdc vb/(1-S) 12V 

Steady State Inductor Current, iL vdc/((1-S) *R) 4.8A 

DC Reference Voltage, vdcref vb/(1-S) 12V 

3. RESULT AND DISCUSSION 

The proposed MPC strategy was implemented in the MATLAB programming 

interface, together with the battery and the bidirectional models, to simulate the 

performance of the control unit. The bidirectional model is a model that flows in two 

directions, forward and backward, thus connecting the battery with the bidirectional 

converter. Figure 10 shows the microgrid model with MPC control in Simulink. 

 

Fig. 10: The microgrid model with MPC in Simulink. 

The simulation results for a start-up are shown in Fig. 9, using parameters given in 

Table 2 - 4. The purpose of the simulation is to simulate the performance of the control 

unit and optimize it by predicting the future behavior of controlled variables using MPC. 

However, the main purpose of using MPC is to reimburse the power difference between 

load and PV generation, during constant DC bus voltage [27].  

Two states have been simulated, which are the charging state of battery and 

discharging state of battery. In Fig. 9, the output voltage (vdc) reaches its reference value 

in about 50 ms, the battery current (iL) is negative and below its nominal current and the 

DC bus voltage is constant at 6V (vb). This result is dependent and interconnected with 

Fig. 9, which shows the PV power generation is higher than the load demand while the 

battery is charged from it. 

However, in Fig. 11, the results show the battery current is reaching its nominal 

current, while the output voltage results remain the same. For this scenario, it is shown 

that the load is powered by the battery, because in Fig. 14, the result shows the SoC of the 

battery is decreasing. 
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Fig. 11: MPC Control Simulation Results 

for Charging State. 

Fig. 12: MPC Control Simulation Results 

for Discharging State. 

The performance of the suggested power management can be verified through 

simulation carried out using MATLAB programming interface based on Table 2 

parameters. However, in this simulation, only charging and discharging will be considered 

as they are common situations for microgrids. Charging refers to daytime activity when 

the irradiance is high (1000 kW/m2) while discharging refers to night-time activity when 

there is no irradiance (0 kW/m2). The following figures illustrate the charging and 

discharging of the battery for different cases. 

Figure 13 illustrates the charging state where there is excess power produced by the 

PV panel while the battery is not fully charged. This causes the power produced to charge 

the battery. For this case, SOC of the battery is initially at 60%, which then charges until 

100% if there is irradiance for the time period. When the battery is fully charged, the 

MPPT controller will alert the PV to stop receiving power to avoid overcharge.  

Fig. 13: MPC SOC Simulation 

Results for Charging State. 

Fig. 14: MPC SOC Simulation 

Results for Discharging State. 

Figure 14 illustrates the discharging state where there is no power produced from the 

PV panel and the load demand is supplied by the battery. For this case, the SOC of the 

battery is at 100% (fully charged) and it will continue to decrease until the load demand is 

supplied from the PV system.  

67



IIUM Engineering Journal, Vol. 24, No. 1, 2023 Zulkifly et al. 
https://doi.org/10.31436/iiumej.v24i1.2435 

 

The performance of the MPC can be shown and calculated by using FFT analysis. 

FFT analysis measures power supply or generator’s output quality. The analysis aims to 

make sure the value of THD is maintained as low as possible. Lower THD means a higher 

power factor, which results in higher efficiency [39]. The acceptable THD value for 

generators is below 25%, while the best THD value for generators is below 10%.  

 

Fig. 15: MPC Charging voltage (above) and current (below) for FFT analysis. 

 

  Fig. 16: MPC Discharging voltage (above) and current (below) for FFT analysis. 
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Based on Table 5 and according to [24], the THD value for both states are considered 

acceptable which is below 25% for the MPC. This proves that the generators are working 

efficiently when in a 20 kHz sampling rate. 

                     Table 5: THD Value for Charging and Discharging States 

Charging State Output State THD (MPC) 

Charging Voltage Output 9.57% 

Charging Current Output 12.77% 

Discharging Voltage Output 16.51% 

Discharging Current Output 18.15% 

To compare the efficiency of MPC and PID, the simulation using PID has been done. 

Figures 17 and 18 show the charging and discharging voltage and current for FFT 

analysis. Table 6 compares the THD of MPC and PID.  All of MPC’s THD are acceptable, 

however, PID control is only stable when the control system is operating in charging state 

whereas in discharging state, the THD value is not acceptable and is above 25%. Thus, it 

can be seen that MPC is better in performance than PID. 

Table 6: THD Value for Charging and Discharging States 

Charging State Output State THD (MPC) THD (PID) 

Charging Voltage Output 9.57% 22.10% 

Charging Current Output 12.77% 29.73% 

Discharging Voltage Output 16.51% 84.29% 

Discharging Current Output 18.15% 85.58% 

    

 

Fig. 17: PID Charging voltage (above) and current (below) for FFT analysis. 
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Fig. 18: PID Discharging voltage (above) and current (below) for FFT Analysis. 

4. CONCLUSION  

Microgrids have been used for many purposes every day. A microgrid is a self-

sufficient energy system that consist of distributed generating units, loads, and control 

units. By using microgrids, one can save costs and reduce global warming. However, 

microgrids are not as simple as they seem. One of the basic elements of microgrids is its 

brain, aka its control unit(s). The control unit controls all the actions between the 

distributed generator and loads. Earlier, engineers used PID control as the control unit. 

However, PID control is not efficient in the case of unpredicted events that cause 

instantaneous disturbance to the microgrid. Later, when MPCs were introduced, they 

replaced all the PID control making MPCs the new brains in microgrids. MPCs gained 

favor because their algorithm can predict various outputs in the future with multiple 

inputs. This paper proposed an algorithm for the MPC using cost functions. To prove 

MPCs efficiency, this paper proposed to compare it with PID control. At the end of the 

experiment, it can be concluded that the MPC is better than PID control in terms of 

efficiency. In future work, other types of battery such as Li-ion and Li-Po, should be used. 

The battery type that was used in this simulation is nickel-metal hydride (Ni-MH) and its 

performance is not affected by changes in temperature. However, to get better MPC 

performance, batteries such as Li-ion and Li-Po are needed because the temperature will 

affect the performance of these batteries. 
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 Abbreviations 

BESS Battery energy storage system 

MPPT Maximum Power Point Tracker 

PID Proportional Integral Derivative 

MPC Model Predictive Controller 

PV Photovoltaic 

GCPV Grid-connected PV 

ESS Energy storage system 

DG Distributed generation 

IC Interlinking converter 

DER Distributed energy resources 

AC-DC Alternating current-direct current 

RES Renewable energy resources 

MPCP Model predictive current and power 

MPVP Model predictive voltage and power 

FFT Fast-Fourier Transform 

THD Total Harmonic Distortion 

SoC State of charge 

PR Performance ratio 

STC Standard Test Condition 

KCL Kirchoff’s current law 

Li-ion  Lithium-ion  

Li-Po Lithium polymer 

Ni-MH nickel-metal hydride  
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ABSTRACT: Communication systems have been used tremendously in recent years which 
results in the need for high data transmission rates. Orthogonal Frequency Division 
Multiplexing (OFDM) provides robust performance in frequency selective fading due to high 
bandwidth efficiency and inter-symbol interference. Various optimization techniques were 
applied in existing research to increase the efficiency of OFDM in a communication system. 
The existing research has a limitation of considering a single objective to improve the 
efficiency of OFDM and also has a local optima trap. This research proposes a Multi-
Objective Mayfly algorithm (MOMF) to consider multi-objective and provides a proper trade-
off between exploration and exploitation. The Partial Transmit Sequence (PTS) is applied in 
the model to test the performance. The FFT sizes and modulation orders are varied to evaluate 
the performance of the MOMF technique in phase optimization. The MOMF technique 
effectively increases the performance of the model than other existing optimization 
techniques. The MOMF technique provides a non-dominated solution to escape from local 
optima trap. The MOMF model considers PAPR, BER, and SER in MIMO-OFDM system to 
increase the efficiency of the system. The exploration-exploitation trade-off helps to improve 
the convergence and overcome local optima trap. The MOMF in OFDM phase optimization 
was evaluated using BER, SER, and Peak-to-Average Power Ratio (PAPR) metrics. The 
MOMF method has PAPR of 3.95 dB and PSO-GWO method has 4.92 dB of PAPR. 

ABSTRAK: Sistem komunikasi telah digunakan secara meluas sejak beberapa tahun ini dan 
dapatan kajian menunjukkan keperluan pada kadar transmisi data yang tinggi. Pemultipleksan 
Bahagian Frekuensi Ortogon (OFDM) menyediakan prestasi berkesan dalam pemilihan 
pemudaran frekuensi berdasarkan keberkesanan lebar jalur tinggi dan gangguan antara-
simbol. Pelbagai teknik optimum digunakan pada kajian sebelum ini bagi meningkatkan 
keberkesanan OFDM dalam sistem komunikasi. Kajian tersebut mempunyai kekurangan 
dalam memilih satu objektif bagi membaiki keberkesanan OFDM dan juga mempunyai 
perangkap optima setempat. Kajian ini mencadangkan algoritma Mayfly Objektif-Pelbagai 
(MOMF) bagi memilih objektif-pelbagai dan menyediakan keseimbangan yang wajar antara 
eksplorasi dan eksploitasi. Urutan Pancar Separa (PTS) telah digunakan dalam model ini bagi 
menguji prestasi. Saiz FFT dan turutan modulasi dipelbagaikan bagi menguji keberkesanan 
teknik MOMF pada fasa pengoptimuman. Teknik MOMF dengan berkesan menaikkan 
prestasi model ini berbanding teknik-teknik sedia ada yang lain. Teknik MOMF menyediakan 
solusi kepada teknik bukan-dominasi bagi mengelak perangkap optima setempat. Model 
MOMF ini mengambil kira PAPR, BER, dan SER dalam sistem MIMO-OFDM bagi 
meningkatkan kecekapan sistem. Keseimbangan yang wajar antara eksplorasi-eksploitasi 
membantu dalam membaiki penumpuan dan mengatasi perangkap optima setempat. MOMF 
dalam fasa optimanisasi OFDM telah dinilai menggunakan BER, SER, dan matrik Nisbah 
Kuasa Puncak-kepada-Purata (PAPR). Kaedah MOMF mempunyai nilai PAPR sebanyak 
3.95 dB dan kaedah PSO-GWO mempunyai PAPR 4.92 dB. 
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1. INTRODUCTION
Smart grid systems, Digital Audio Broadcasting (DAB), LTE, 3GPP, Wi-MAX, Wireless

LAN, and Terrestrial Digital Video Broadcasting (DVB-T) of various wireless broadband 
communication systems are applied with the OFDM technique to improve their efficiency. 
OFDM systems have superior qualities and have a limitation of high PAPR for RF signals. 
OFDM has amplitude variation in the time domain due to its multicarrier nature and also has a 
large dynamic range or PAPR [1]. The OFDM signal is clipped when applied to a non-linear 
High-Power Amplifier (HPA) if high PAPR degrades the in-band distortion and out-of-band 
radiation. A wide dynamic range of expensive linear HPA is required in OFDM transmitters 
for efficient performance [2]. The many PAPR reduction methods of OFDM systems include 
Selective Mapping (SLM), PTS, tone reservation and tone injection, non-linear companding, 
coding, and clipping [3]. The PTS and SLM are popular distortionless techniques that received 
substantial attention due to decrease in PAPR without BER degradation. High computation 
complexity and Side Information (SI) are major limitations in these techniques. The 
complexities of the PTS and SLM PAPR reduction methods are compared, in which the 
comparison shows that the PTS method has lower complexity and the SLM method has high 
PAPR reduction [4,5]. 

Less search complexity of several optimization methods has been recently developed to 
optimize the PTS method for CM reduction and PAPR reduction in OFDM systems. Some of 
the optimization methods are Grey Wolf Optimization (GWO), Tabu Search (TS), Harmony 
Search (HS), Adaptive Particle Swarm Optimization (APSO), and Hybrid Genetic Algorithm 
(HGA) [6,7]. OFDM of Multiple-Input Multiple-Output (MIMO) has received wide attention 
due to its advantages such as channel fading robustness, fading environment diversity, spectral 
efficiency and high data rate. However, the OFDM-MIMO also suffers from disadvantages 
such as high envelope fluctuations in a transmitted signal called PAPR that decreases the HPA 
efficiency, increases complexity of non-linear elements and Bit Error Rate (BER) degradation 
occurs from out-of-band radiation [8-10]. The contribution of this research is discussed below. 

The MOMF method is proposed to consider PAPR, BER, and SER in the MIMO-
OFDM system to increase the efficiency of the model. The MOMF method provides a
proper exploration-exploitation trade-off that improves the efficiency of the
optimization.

The exploration-exploitation trade-off process improves the convergence rate of the
method and escapes from local optima trap. The MOMF method has higher efficiency
compared to existing methods in optimization of MIMO-OFDM systems.

2. LITERATURE REVIEW
OFDM is a reliable and robust multicarrier modulation method that is sufficient for

broadband communication. Various methods applied in OFDM for phase optimization are 
discussed in this section. 

Lavanya et al. [11] applied Improved Monarch Butterfly Optimization (IMBO) method 
for PAPR reduction in the OFDM framework. The IMBO method was efficient for optimal 
character fusion of phase rotation factor for minimizing computation. The IMBO method 
provides efficient search optimization, and using optimum phase factor and phase weighting 
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method with less complexity. The IMBO method significantly reduces the PAPR and 
computational complexity. Sorting was carried out twice with the Monarch Butterfly 
Optimization method during every generation. The IMBO method applies Random Local 
Perturbation (RLP) and Opposition-Based Learning (OBL) to solve the sorting problem. 

Ali and Hamza [12] applied Teaching Learning Based Optimization (TLBO) for PAPR 
reduction in OFDM optimization. The TLBO method has the advantage of less computational 
effort and no algorithm-specific parameter requirement. The TLBO consists of two-phases, 
teacher and learner phases, for learning the input data. The interaction between teacher and 
student is the teaching phase, and the interaction between the learners is the learning phase. 
The TLBO based method was applied to obtain the phase factor of optimum rotation in the 
SLM method for PAPR reduction. The TLBO-SLM method achieved considerably better 
performance in PAPR reduction. 

Sharif and Emami [13] proposed the Improved Flower Pollination (IFP) algorithm to 
reduce the search complexity of Partial Transmit Sequence (PTS). The ACO-OFDM method 
was applied with PTS technique to reduce high PAPR in the system. The IFP method was 
derived from flower pollination behaviors and an asymmetrical clipped optical OFDM system 
was applied in IFP. The IFP method increased the optimization capability of standard flower 
pollination using a local pollination operator to increase exploitation ability and the global 
pollination phase was applied to increase exploration. The IFP method balanced the 
exploitation and exploration capacity of the optimization method. The IFP method had less 
computational complexity than the existing method in OFDM optimization. 

Emami and Sharif [14] applied a Tree Growth Optimization (TGO) method to reduce the 
computational complexity for the selection of optimal phase factors in PTS. The TGO method 
was efficient in reducing the high PAPR of optical OFDM signals. The TGO consists of three 
operators: seed scattering, root spreading, and competition. The solution population was 
updated by these operators to find near-optimal solutions for optimization problems. The TGO-
PTS method dramatically decreased the PAPR of the OFDM signal and had higher 
performance than existing methods in terms of convergence rate and solution quality.  

Emami and Sharif [15] applied a Chaotic Differential Search Algorithm (CDSA) with an 
efficient and fast convergence optimizer for OFDM optimization. The CDSA method was an 
optimization technique to solve non-linear, largescale, and complex problems. The CSA 
method was compared with several optimization methods in terms of mitigation performance 
and search complexities. The CDSA and PTS were combined to solve the search complexity 
problem in the conventional method and to control a few parameters for exploring phase factors 
for the optimal set. The CDSA method had considerable performance in phase optimization 
than existing methods. 

An improved Adaptive Simplified Optimized Iterative Clipping and Filtering (ASOICF) 
technique has been shown by Padarti and Nandhanavanam [16] to lower PAPR in OFDM 
systems. Due to its ease of application in the PAPR minimization in OFDM, ICF, between 
these PAPR reduction techniques, drew a lot of interest. The approach uses Lagrange Multiplier 
Optimization (LMO), which has the benefit of reducing the number of iterations in a specific 
way. It was discovered that the PAPR in OFDM signals was greatly reduced by the adaptive 
technique. The results clearly showed that the suggested approach performed better in terms of 
computational complexity. The peak of the clipped OFDM affected the noise overhead, 
therefore, it decreased the BER. 
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A Regularization Optimization Based Flexible Hybrid Companding and Clipping 
technique (ROFHCC) employed for PAPR reduction in OFDM systems was developed by 
Xing et al. [17]. The companding function comprised two components to lessen the complexity 
of the design. In order to achieve both peak power reduction and small power compensation, it 
limited the signal samples whose amplitudes exceeded a certain value to a constant value. 
Signals were extended using a linear companding function for samples below a specified 
amplitude. In order to jointly optimize the companding distortion and the continuity of the 
companding function, a regularization optimization model was developed. Nonetheless, the 
proposed method could not confirm the average power as constant. 

3. RESEARCH METHOD 
The input signal is applied to LDPC encoding to encode the signal and apply for its 

modulation. The pilot insertion of the signal is transformed with IFFT and the pilot insertion 
information is provided as input to the proposed MOMF optimization to find optimal parameter 
settings. The optimal parameter settings of the MOMF optimization method are applied in the 
STBC encoder as well as in the AWGN noise channel. The STBC decoding is carried out and 
cyclic prefix removal is applied. The FFT is applied in the signal and pilot removal is carried 
out to process the output signal. The block diagram of the MOMF method in phase optimization 
of OFDM is shown in Fig. 1 and Fig. 2. 

 

Fig. 1: The MOMF optimization in pilot insertion. 

 
Fig. 2: The MOMF optimization in phase factor of OFDM. 

 



IIUM Engineering Journal, Vol. 24, No. 1, 2023 Azeez and Tarannum 
https://doi.org/10.31436/iiumej.v24i1.2625 

 
 

3.1 PAPR in MIMO-OFDM 
The subcarriers arrangement of relating subcarriers are adjusted to each signal surrounding 

the subcarriers M of OFDM data [13], [18], [19]. The MIMO-OFD structure of Orthogonal M 
subcarriers is over the period of 0 p G  where the primary data signal period is denoted as 
G  and the near sub-carriers repeat partitioning is denoted as 0 1/T G . The OFDM movement 
of complex baseband in M subcarriers is given in Eq. (1). 

1 2
0

1 ,  0o
M j nT p

nn
s p A e p G

M
                                                                       (1) 

The discrete time adaptation is mentioned as /cG G M  and substitutes cp mG which 
is expressed in Eq. (2), 

2
1

0

1 ,    0,1, , 1
j mn

M DM
nn

s m A e m MD
M

  (2) 

Wherein, the oversampling element is denoted as D . 
Spikes are not found in the inspection of the signal; therefore, it provides optimistic results 

for PAPR. Fourier change in the OFDM transmits the ordinary power and quick power of 
PAPR which is given as (p), as in Eq. (3). 

2
0

2

p Gmax a p
PAPR

E a p
  (3) 

Wherein, the desire expectation is .E . 

The consistent time of PAPR is not unquestionably registered in the Nyquist inspecting 
rate which completely depends on OFDM signal. The OFDM signals of PAPR in the 
Complementary Cumulative Distribution Function (CCDF) are used to improve PAPR 
reduction accurately. The CCDF probability outperforms the edge of PAPR and is represented 
in Eq. (4). 

0qCCDF PAPR a t p PAPR a t PAPR        (4) 

3.2  Partial Transmit Sequences (PTS) 
The PAPR diminish technique based on fractional transmit arrangement is PTS. This is 

based on the original OFDM sequence which is divided into sub-grouping experts and each 
sub-progression weight is varied until the expert is in optimal value [13,20-22].  

Random space of data information is separated into W sub-pieces of non-covering and has 
comparable size S of each sub-square. The S/W non-zero segments are present in each sub 
piece and the real part is zero. The sub-squares are given in Eq. (5). 

1
ˆ W

w wW
A c a   (5) 

Here, 0,2 1,2, ,wr
w wc e w w . 

Stage pivot of weighting part is denoted as wc  and time range of the signal is applied using 
IFFT operation on wa . 
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A proper part mix 1 2,   wc c c c  is applied to measure the optimal value for PAPR 
reduction, as in Eq. (6). 

2

1
1 2

,
, , , 1

W
w wW

w

min max
c arg c a

c c c m M
               (6) 

Wherein, best estimation is found using the condition of *arg min  and by remembering 
the ultimate objective of c  for PAPR execution redesign. Most of the complication arises on 
the downside and IFFT operations are performed for an extra 1W  times. 

3.3  Multi-objective Mayfly Algorithm 
In Mayfly, the nuptial dance and random flight operations help an algorithm escape local 

optimums and improve the harmony between its exploitation and exploration features. In this 
way, Mayfly efficiently identifies the space of each and every sequence of a given phase factor 
set. While considering the PSO in high-dimensional space, it falls into local optimum and 
attains a lower convergence rate in the iterative process. Therefore, the proposed MOMF 
optimization method is applied in the phase factor of OFDM to improve the efficiency of the 
model, BER, and PAPR. Mayfly group behavior is mimicked to develop the Mayfly algorithm 
with mating behavior [23-30]. Female and male mayflies are randomly divided from the 
population at the initial stage of algorithm. All mayflies are randomly scattered in d-
dimensional space and 1 2,  ,  ,  d  expression is considered for the selection of 
candidate solutions. The position change 1 2,  ,  ,  d  is represented by the velocity 
vector.  

1) Male mayflies’ movement: thi  male Mayfly with the position of t
i  at time t  and 

velocity is denoted as t
i  to change ith individual position. Male mayflies  1 t  of 

position  1 t  is expressed in Eq. (7). 
1 1

,
t t t
i i i male   (7) 

The velocity for thj  dimension of thi  mayfly is denoted in Eq. (8). 

1 2
, , 1

2
2

exp

exp   

t t t
ij male ij male p ij ij

t
g j ij

a pbest

a gbets
             (8) 

The position and velocity of thj  dimension of thi  mayfly are denoted as t
ij  and ,

t
ij male , 

respectively. The positive attraction constants are denoted as   1 ,2ia i  that respond based 
on social components and cognitive rules. The global optimal and local optimal positions are 

jgbest  and ijpbest , respectively. A fixed visibility coefficient is denoted as , that controls 

individual visibility to other individuals. Cartesian distance is denoted as p  and g  from thi  
mayfly, respectively for local and global optimal solutions. The global optimal value jgbest
and local optimal value ijpbest  are calculated using Eq. (9 & 10).  

1 1
1, , 1, ,, { }

  ,

t t
i c i c i

i

if pbest
pbest

kept the same otherwise
                                    (9) 
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1, , 1 1, , 2 1, ,

, , , |

, , ,
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c c c N

gbest pbest pbest pbest cbest

dominate pbest pbest pbest
                             (10) 

Wherein, objective functions are represented as 1,...,  : n
c R R . To ensure effective 

operation of the algorithm, the population of optimal mayflies constantly perform the up and 
down nuptial dance. The optimal mayflies’ velocities are changed in the following Eq. (11). 

1
, ,

t t
ij male ij male d   (11) 

Wherein, the position for thj  dimension of thi  male mayfly is denoted as ,
t
ij male , a random 

number of  is in the range of [-1, 1], and the nuptial dance coefficient is denoted as d . 

2) Movement of female mayflies: For breeding, female individuals move toward males 
and male mayflies gather in swarms. The corresponding velocity and current position 
at time t  of thi  female mayfly are denoted as 1

,
t
i female  and t

i , respectively. The female 

mayflies of 1 tht  positions are given in Eq. (12). 

1 1
,

t t t
i i i female   (12) 

A deterministic scheme is used to define the attraction process in the Mayfly Algorithm 
optimization process. The fitness function is used by an optimal female and sub-optimal 
females to provide a tendency toward male individuals and sub-optimal male individuals. The 

thj  dimension of thi  female mayfly velocity is used for a minimization problem, as in Eq. (13). 
1

,

2
, 2

,

exp ,

,

t
ij female

t t t
ij female mf ij ij i

t
ij female i i

a if

fl if

                                  (13) 

Wherein, the position and velocity for thj  dimension of thi  female mayfly are denoted as 

,
t
ij female  and t

ij  respectively. The Cartesian distance of thi  male mayfly to thi  female mayfly 
is denoted as mf . The random walk coefficient is denoted as fl . 

3) Mating of mayflies: Female and male populations are selected as two parents. As per 
the mating principle, the best male mates with the best female, that creates two offspring 
as shown in Eq. (14) and Eq. (15). 

1 1offspring male female   (14) 

2 1offspring female male   (15) 

Wherein, the random value of male and female individuals in the previous generation is 
represented as   0,1 . Initial individual velocities in the current generation are 0. 

4) Multi-objective Mayfly Algorithm: The MOMF is a multi-objective variant of the 
Mayfly Algorithm based on roulette wheel selection, the strategy of non-dominated 
sorting, and the archive mechanism. Non-dominated Pareto optimal solution is applied 
to generate the present iteration and to archive the upper limit. Once a non-dominated 
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solution is achieved, it is compared with the present solution. The least values are 
eliminated and a better solution is archived. Most populated neighborhoods are 
eliminated using / ,   1 i iPro N  and when the archive is full, thi  individual 
number of members is denoted as iN  and  is a constant. The roulette wheel method 
is used to develop solutions that are added to MOMF. The probability of the roulette 
wheel is set in Eq. (16). 

/i iPro N   (16) 

A solution is selected from a set of non-dominated solutions using a multiple-criteria 
selection method. Fitness function values are normalized for male and female mayflies in Eq. 
(17). 

i
j

i
j

i

min
Fitness

i j N
Fitness

max min
Fitness

l j N l j N

  (17) 

The thi  fitness function of normalized value is denoted as 
i
jFitness  measured from thj  

female or male mayfly and population size is denoted as N . 

The thj  female or male mayfly is computed using multiple-criteria (Mc), as in Eq. (18). 

1

im
jj i

Mc Fitness   (18) 

The Mc values are used to sort male and female mayflies in MOMF; the lowest Mc values 
of mayfly’s optimal male and female are obtained from individuals and non-dominated 
solution. 

4. RESULTS AND DISCUSSION 
This research applies the MOMF algorithm in phase optimization of OFDM to improve 

its efficiency. The OFDM parameters are given in Table 1 and parameter settings of MOMF 
are given in Table 2. Various FFT sizes of 64, 128, 256, 512, and 1024 were used to evaluate 
MOMF algorithm in OFDM phase optimization. 

Table 1: OFDM parameters 

FFT size 64, 128, 256, 512, 1024 
User carriers 52, 104, 156, 208, 260 
Pilot carriers 12, 24, 48, 60, 72 

Antenna 2X2, 2X4, 4X2, 4X4 
Cyclic prefix or guard time 0 to  2e-6s 

Modulation 8 QAM, 16 QAM, 32 QAM, 64 QAM, 256 QAM 
Oversampling factor 1e6 HZ 

Channel type Rayleigh Channel 
Noise AWGN 
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Table 2: MOMF Algorithm 

Number of iteration 100 
Population Size (males and females) 25 & 25 

nPareto (Repository Size) 30 
LowerBound -3 
UpperBound 6 

g (Inertia Weight) 1 
gdamp (Inertia Weight Damping Ratio) 1 

a1 ( Personal Learning Coefficient) 1.5 
a2 & a3 ( Global Learning Coefficient) 1.5 & 1.5 

beta (Distance sight Coefficient) 0.99 
dance (Mutation Coefficient) 0.77 

dance_damp ( Mutation Coefficient Damping Ratio) 0.77 
f1 (Random flight) 0.77 

f1_damp (Random flight Damping Ratio) 0.99 
% Mating Parameters - 

nCrossover (Number of Parnets (Offsprings)) 4 
nMutation (Number of Mutants) round (0.4*nPop) 

mu (Mutation Rate) 0.001 
 

The MOMF optimization method is applied in the phase factor of OFDM to improve the 
efficiency of the model and BER is shown in Fig. 3. The DCT and FFT techniques have higher 
efficiency in MOMF methods. The DWT has lower efficiency in the phase optimization of 
OFDM. 

 

 
Fig. 3: The BER of MOMF optimization with various techniques. 

Figures 4, 5 and 6 show BER, SER and PAPR of MOMF in FFT 128 M8 modulation of 
OFDM phase optimization. The MOMF has a higher convergence rate and overcomes local 
optima trap. The existing GWO method has a trap in local optima and PSO has lower 
convergence in optimization. The MOMF method reduces the PAPR compared to existing 
methods in OFDM phase optimization. 
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Fig. 4: BER of FFT 128 M8 modulation. 

 
Fig. 5: Symbol error rate of FFT 128 M8 modulation. 

 
Fig. 6: MOMF PAPR of FFT 128 M8 modulation. 

Table 3 shows the difference in PAPR reduction achieved by various methods including 
PTS, PSO, GWO, PSO-GWO and Proposed MOMF. Table 3 clearly shows that the PAPR 
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reduction of proposed MOMF achieved a value of 3.9537 dB which is much better when 
compared to specified methods. 

Table 3: Results of PAPR on FFT 64 M16 modulation 

Methods PAPR (dB) 

MIMO-OFDM 7.8345 
PTS 5.0140 
PSO 5.0168 

GWO 5.1163 
PSO-GWO 4.9222 

Proposed MOMF 3.9537 

The MOMF optimization method is measured with BER and PAPR in FFT 128 M256 
modulation, as in Fig. 7 and Fig. 8. The MOMF method provides higher efficiency in FFT 128 
compared to existing methods. The MOMF method has the advantages of high convergence 
and overcoming local optima trap. 

 
Fig. 7: MOMF BER of FFT 128 M256 modulation. 

 
Fig. 8: MOMF PAPR of FFT 128 M256 modulation. 
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Fig. 9: MOMF BER of FFT 512. 

 
Fig. 10: MOMF PAPR of FFT 512. 

The MOMF BER and PAPR in FFT 512 in OFDM phase optimization are given in Fig. 9 
and Fig. 10. The MOMF method has the advantages of higher convergence and overcoming 
local optima trap. The GWO method is easily trapped into local optima and PSO method has 
lower convergence. 

The MOMF method in OFDM phase optimization for M8 and M64 modulation are shown 
in Fig. 11 and Fig. 12. The MOMF method provides a higher efficiency in both modulations 
than existing methods. 

The MOMF BER and PAPR of FFT 1024 in OFDM phase optimization are shown in Fig. 
13 and Fig. 14. The MOMF method considers various parameters in OFDM to reduce BER, 
SER and PAPR. The existing methods consider a single objective and have a limitation of local 
optima trap.  

The MOMF BER of FFT 1024 M128 modulation in OFDM phase optimization is given 
in Fig. 15. The MOMF method has lower BER due to the consideration of multi-objective 
optimization and has higher convergence. 
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Fig. 11: MOMF BER of FFT 512 M8 modulation. 

 
Fig. 12: MOMF PAPR of FFT 512 M64. 

 
Fig. 13: MOMF BER of FFT 1024. 
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Fig. 14: MOMF PAPR of FFT 1024. 

 
Fig. 15: MOMF BER of FFT 1024 M128. 

In order to properly balance exploration and exploitation, this research suggests using the 
Multi-Objective Mayfly algorithm (MOMF), which takes many objectives into account. The 
model applies the Partial Transmit Sequence (PTS) to test performance. To assess the 
effectiveness of the MOMF technique in phase optimization, several FFT widths and 
modulation orders are used. When compared to other optimization strategies, the proposed 
MOMF technique significantly improves model performance. From the result analysis, it 
clearly shows that various FFT sizes of 64, 128, 256, 512, and 1024 are used to evaluate MOMF 
algorithm in terms of BER and PAPR. The proposed strategy is a better way to achieve a better 
trade-off between PAPR reduction and computing complexity, according to simulation results. 

5. CONCLUSION  
The existing methods in OFDM apply optimization methods to improve the efficiency of 

the OFDM. The existing methods have limitations of considering a single objective in 
optimization and also have a local optima trap. This research proposes the MOMF algorithm 
to increase the efficiency of OFDM phase optimization by considering multiple objectives. The 
MOMF method balances the exploration and exploitation in the search process of optimization. 
The MOMF method considers three objectives for OFDM phase optimization: BER, SER, and 



IIUM Engineering Journal, Vol. 24, No. 1, 2023 Azeez and Tarannum 
https://doi.org/10.31436/iiumej.v24i1.2625 

 
 

PAPR. The MOMF method is evaluated in various FFT and modulations in the OFDM. The 
MOMF method provides higher performance in the OFDM phase optimization than existing 
methods. The GWO method has the limitation of a local optima trap and the PSO method has 
lower convergence. The MOMF method balances the trade-off between exploration and 
exploitation that increases the convergence and overcomes the local optima trap. The future 
work of this research involves applying the enhanced Artificial Bee Colony method to improve 
the efficiency of the MIMO-OFDM system.  
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Table 13: The ranking of the best design concept for oil spill skimmer 

Alternatives Si+ Si- Ci Rank 
D1 0.1199 0.3024 0.7160 5 
D2 0.0946 0.2524 0.7274 2 
D3 0.1146 0.3078 0.7287 1 
D4 0.1206 0.3113 0.7208 3 
D5 0.1232 0.3154 0.7192 4 

Alternatives AHP Rank TOPSIS Rank 
D1 5 5 
D2 4 2 
D3 1 1 
D4 2 3 
D5 3 4 



Ramanathan 
https://doi.org/10.31436/iiumej.v24i1.2426

 
 



Ramanathan 
https://doi.org/10.31436/iiumej.v24i1.2426

 
 



Ramanathan 
https://doi.org/10.31436/iiumej.v24i1.2426

 
 



Medianto 
https://doi.org/10.31436/iiumej.v24i1.2223

 



Medianto 
https://doi.org/10.31436/iiumej.v24i1.2223

 



Medianto 
https://doi.org/10.31436/iiumej.v24i1.2223

 



Medianto 
https://doi.org/10.31436/iiumej.v24i1.2223



Medianto 
https://doi.org/10.31436/iiumej.v24i1.2223

 



Medianto 
https://doi.org/10.31436/iiumej.v24i1.2223

 



Medianto 
https://doi.org/10.31436/iiumej.v24i1.2223

 



Medianto 
https://doi.org/10.31436/iiumej.v24i1.2223

 



Medianto 
https://doi.org/10.31436/iiumej.v24i1.2223

 



Medianto 
https://doi.org/10.31436/iiumej.v24i1.2223

 



Medianto 
https://doi.org/10.31436/iiumej.v24i1.2223



Medianto 
https://doi.org/10.31436/iiumej.v24i1.2223



Medianto 
https://doi.org/10.31436/iiumej.v24i1.2223

 

[1] Bouarfa S. (2015) Agent-Based Modelling and Simulation of Safety and Resilience in Air 
Transportation. Doctoral Dissertation, Delft University of Technology. 
https://doi.org/10.4233/uuid:b676db6c-ed86-4b42-9940-9b90b94651f1 

[2] Netjasov F, Janic M, Tosic V. (2009) The Future Air Transport System: Looking for Generic 
Metrics of Complexity for Terminal Airspace. 88th Transportation Research Board (TRB) 
Annual Meeting, Washington DC, USA. 

[3] Netjasov F, Janic M, Tosic V. (2011) Developing a Generic Metric of Terminal Airspace 
Traffic Complexity. Transportmetrica 7(5), 369-394.  

 https://doi.org/10.1080/18128602.2010.505590 
[4] Diaconu AG, Stanciu V, Pleter OT. (2014) Air Traffic Complexity Metric for En-Route and 

Terminal Areas. U.P.B. Sci. Bull., Series D, Vol. 76, Iss. 1. 
[5] Djokic J, Lorenz B, Fricke H. (2010)  Air Traffic Control Complexity as Workload Driver. 

Transportation Research Part C Emerging Technologies 18(6):930-936.  
https://doi.org/10.1016/j.trc.2010.03.005 

[6] Mogford RH, Guttman JA, Morrow SL, Kopardekar P. (1995) The Complexity Construct in 
Air Traffic Control: A Review and Synthesis of the Literature. Report N0. DOT/FAA/CT-
TN95/22. U.S. Department of Transportation, Federal Aviation Administration, Office of 
Aviation Research, Washington, D.C. 

[7] Dervic A, Rank A. (2015) ATC complexity measures: Formulas measuring workload and 
complexity at Stockholm TMA. Department of Science and Technology, Linköping 
University, Sweden.  

[8] Arad BA, Golden BT, Grambart JE, Mayfield CE, Van Saun HR. (1963) Control Load, 
Control Capacity, and Optimal Sector Design (Report No. RD64-16). Federal Aviation 
Administration, Atlantic City, NJ. 

[9] Grossberg M. (1989) Relation of Sector Complexity to Operational Errors. Quarterly Report 
of the FAA Office of Air Traffic Evaluations and Analysis.  

[10] Mogford RH, Murphy ED, Yastrop G, Guttman JA, Roske-Hofstrand R. (1993) The 
Application of Research Techniques for Documenting Cognitive Processes in Air Traffic 
Control (Report No. DOT/FAA/CT-TN93/39). Federal Aviation Administration, Atlantic 
City, NJ. 

[11] Pawlak WS, Brinton CR, Crouch K, Lancaster KM. (1996) A Framework for the Evaluation 
of Air Traffic Control Complexity. American Institute of Aeronautics and Astronautics, Inc.  

[12] Laudeman I, Shelden S, Brannstrom R, Brasil C. (1998) Dynamic Density: An Air Traffic 
Management Metric. Ames Research Center.  

[13] Majumdar A, Ochieng WY. (2000) The Factor Affecting Air Traffic Controller Workload: A 
Multivariate Analysis Based upon Simulation Modelling of Controller Workload. Center for 
Transport Studies.  

[14] Chatterji GB, Sridhar B. (2001) Measures for Air Traffic Controller Workload Prediction. 
First AIAA Aircraft Technology, Integration and Operations Forum. 
https://doi.org/10.2514/6.2001-5242 



Medianto 
https://doi.org/10.31436/iiumej.v24i1.2223

 

[15] Koros A, Della Rocco PS, Panjwani G, Ingurgio V, D'Arcy JF. (2003) Complexity in Air 
Traffic Control Towers: A Field Study. Part 1: Complexity Factors. DOT/FAA/CT-TN03/14. 
Federal Aviation Agency, Atlantic City, NJ. 

[16] Radišić T, Andraši P, Novak D, Juričić B, Antulov-Fantulin B. (2020) Risk Assessment in Air 
Traffic Management. Edited by P. Castán and J. Alberto. IntechOpen, London. pp 56-83. 

[17] Wang H, Song Z, Wen R. (2018) Modeling Air Traffic Situation Complexity with a Dynamic 
Weighted Network Approach. Journal of Advanced Transportation, vol. 2018 vol. 2018, 
Article ID 5254289, 15 pages. https://doi.org/10.1155/2018/5254289 

[18] Andraši P, Radišić T, D. Novak, and B. Juričić (2019) Subjective Air Traffic Complexity 
Estimation Using Artificial Neural Networks. Traffic & Transportation, 31(4): 377-386. 
https://doi.org/10.7307/ptt.v31i4.3018 

[19] Medianto R, Pasaribu HM, Muhammad H. (2019) Development of Hybrid Simulation Model 
of Air Traffic Management in the Terminal Control Area. IOP Conf. Series: Materials Science 
and Engineering, 645: 012003.  https://doi.org/10.1088/1757-899x/645/1/012003 

[20] Directorate General of Civil Aviation (2019) Nr: The Establishment And Revision of 
Instrument Flight Procedures at Soekarno Hatta International Airport – Jakarta, AIRAC AIP 
Supplement 14/19 25 APR 19. Directorate of Air Navigation, Directorate General of Civil 
Aviation, Republic Of Indonesia. FlightRadar24 Data/History Flights. 

[21] Airnav Indonesia (2020) Standard Operating Procedures Air Traffic Services Approach 
Control Service. Airnav Indonesia Branch of Jakarta Air Traffic Service Center. 

[22] Horasio K. (2019) Air Traffic Conflict Resolution Modelling and Analysis in Controlled 
Airspace. Master's Thesis. Bandung Institute of Technology, Aerospace Engineering 
Department. 

[23] FlightRadar24 Flight Database [https://www.flightradar24.com/data/flights] 
[24] METAR/SPECI & Trend Forecast, Aviation Meteorological Information System in 

Meteorological, Climatology, and Geophysical Agency (BMKG) 
[http://aviation.bmkg.go.id/web/metar_speci.php] 

[25] Pasaribu HM, Medianto R, Jusuf J, Oktafianto R, Atiqah R (2021) ADS-B data processing to 
develop aircraft kinematics model parameters. AIP Conference Proceedings, 2366:  02001.  
https://doi.org/10.1063/5.0060611 

[26] Medianto R, Jusuf J, Oktafianto R, Atiqah R, Sembiring J, Pasaribu HM, Jenie YI,  
Muhammad H. (2021) Stochastic modelling of aircraft flight parameters in terminal control 
area based on automatic dependent surveillance-broadcast (ADS-B) data. IOP Conference 
Series: Materials Science and Engineering, 1173: 012053.  https://doi.org/10.1088/1757-
899X/1173/1/012053 

[27] Sargent RG. (2005) Verification and Validation of Simulation Models, Proceedings of the 
2005 Winter Simulation Conference, 130-143. https://doi.org/10.1109/wsc.1994.717077 

[28] Mogford R, Guttman J, Morrow S, and Kopardekar P. (1995) The Complexity Construct in 
Air Traffic Control: A Review and Synthesis of the Literature, Federal Aviation 
Administration. 

[29] Li-na S, Li Z, Lei Z. (2015) The Sector Capacity Evaluation Considering the Controller's 
Workloads. International Journal of Control and Automation, 8: 307-324. 
https://doi.org/10.14257/ijca.2015.8.7.31 



Zainuddin 
https://doi.org/10.31436/iiumej.v24i1.2341



Zainuddin 
https://doi.org/10.31436/iiumej.v24i1.2341

 
 



Zainuddin 
https://doi.org/10.31436/iiumej.v24i1.2341

 
 



Zainuddin 
https://doi.org/10.31436/iiumej.v24i1.2341

 
 



Zainuddin 
https://doi.org/10.31436/iiumej.v24i1.2341

 
 



Zainuddin 
https://doi.org/10.31436/iiumej.v24i1.2341

 
 



Zainuddin 
https://doi.org/10.31436/iiumej.v24i1.2341

 
 



Zainuddin 
https://doi.org/10.31436/iiumej.v24i1.2341

 
 



Zainuddin 
https://doi.org/10.31436/iiumej.v24i1.2341

 
 



Zainuddin 
https://doi.org/10.31436/iiumej.v24i1.2341

 
 



Zainuddin 
https://doi.org/10.31436/iiumej.v24i1.2341

 
 



Zainuddin 
https://doi.org/10.31436/iiumej.v24i1.2341

 
 

[1] Jiang Y, Deng W, He R, Yang S, Wang S, Bian N. (2017) Hierarchical framework for 
adaptive cruise control with model predictive control method (No. 2017-01-1963). SAE 
Technical Paper. 

[2] Rajamani R. (2011) Vehicle dynamics and control. Springer Science & Business Media. 
[3] Haroon Z, Khan B, Farid U, Ali SM, Mehmood CA. (2019). Switching control paradigms 

for adaptive cruise control system with stop-and-go scenario. Arabian Journal for Science 
and Engineering, 44(3): 2103-2113. 

[4] Alomari K, Mendoza RC, Sundermann S, Goehring D, Rojas R. (2020). Fuzzy Logic-based 
Adaptive Cruise Control for Autonomous Model Car. In ROBOVIS (pp. 121-130). 

[5] Phan D, Amani AM, Mola M, Rezaei AA, Fayyazi M, Jalili M., ...  Khayyam H. (2021). 
Cascade Adaptive MPC with Type 2 Fuzzy System for Safety and Energy Management in 
Autonomous Vehicles: A Sustainable Approach for Future of Transportation. Sustainability, 
13(18): 10113. 

[6] Takahama T, Akasaka D. (2018). Model predictive control approach to design practical 
adaptive cruise control for traffic jam. International Journal of Automotive Engineering, 
9(3): 99-104. 

[7] Li SE, Jia Z, Li K, Cheng B. (2014). Fast online computation of a model predictive 
controller and its application to fuel economy–oriented adaptive cruise control. IEEE 
Transactions on Intelligent Transportation Systems, 16(3): 1199-1209. 

[8] Guo L, Ge P, Sun D, Qiao Y. (2020). Adaptive cruise control based on model predictive 
control with constraints softening. Applied Sciences, 10(5): 1635. 

[9] Borek J, Groelke B, Earnhardt C, Vermillion C. (2019, July). Optimal control of heavy-duty 
trucks in urban environments through fused model predictive control and adaptive cruise 
control. In 2019 American Control Conference (ACC) (pp. 4602-4607). IEEE. 

[10] Awad N, Lasheen A, Elnggar M, Kamel A. (2022). Model predictive control with fuzzy 
logic switching for path tracking of autonomous vehicles. ISA transactions, 129: 193-205. 

[11] Rossiter JA. (2018). A first course in predictive control. CRC press. 



Zainuddin 
https://doi.org/10.31436/iiumej.v24i1.2341

 
 

[12] Nasiri Soloklo H. (2018). Predictive Functional Control for Tracking of Core Power 
Variations in Pressurized Water Reactor based on Laguerre functions and Reduced-Order 
Model. Modares Mechanical Engineering, 18(1): 299-306. 

[13] Li MY, Lu KD, Dai YX, Zeng GQ. (2020). Fractional-Order Predictive Functional Control 
of Industrial Processes with Partial Actuator Failures. Hindawi Complexity, 2020: 1-25. 

[14] Abdullah M, Rossiter JA. (2018). Input shaping predictive functional control for different 
types of challenging dynamics processes. Processes, 6(8): 118. 

[15] Abdullah M, Rossiter JA, Ghaffar AFA. (2021). Improved constraint handling approach for 
predictive functional control using an implied closed-loop prediction. IIUM Engineering 
Journal, 22(1): 323-338. 

[16] Abdullah M, Rossiter JA. (2021). Using Laguerre functions to improve the tuning and 
performance of predictive functional control. International Journal of Control, 94(1): 202-
214. 

[17] Rossiter JA, Aftab MS. (2021). A Comparison of Tuning Methods for Predictive Functional 
Control. Processes, 9(7): 1140. 

[18] Zainuddin MAS, Abdullah M, Ahmad S, Tofrowaih KA. (2022). Performance Comparison 
Between Predictive Functional Control and PID Algorithms for Automobile Cruise Control 
System. International Journal of Automotive and Mechanical Engineering, 19(1): 9460-
9468. 



= 2.7



= 7.8 = 2.7 =1.1



= 18 ( )                                                                                                                   (1) 
0.5 ( )

= 17.5 ( )                                                                                                                          (2) ,
0.5 ( )

= 4 +                                                                                                                              (3)

= 17.3 ( )                                                                                                                          (4)

= 4                                                                                                                                       (5)







 = 0 =
=                                                                                                                                              (6)

= 4 + 5                                                                                                 (7) 
= .                                                                                                                             (8)
= + 2 +                                                                                                         (9) =                                                                                                                                   (10)= .                                                                                                                        (11)

= .                                                                                                                     (12)
= 5 . .                                                                                             (13)



 0 (1 )> (1 )
=    , 00       , >                                                                                                         (14)=                                                                                                                                 (15)= +                                                                                                                                           (16)

= . .                                                                                                                 (17)
= 5 2 + 2 + . . .                           (18)

= 5 2 ( + ) . . .                                                  (19)
= 240 [ ( ) ( )]                                                                                                    (20)
( ) = 8 24 + 6                                                                                   (21)



= .                                                                                                                              (22)
= 5 2 + 2 + . . .                    (23)
= 240 [ ( ) ( )]                                                                                                       (24)
( ) = 32 + 3 (4 4 )                                                                                     (25)

= = ( . . )                                                                                          (26)
43 = 240 [ { ( ) ( )} { ( ) ( )}]                 (27)

= 320 [ { ( ) ( )} { ( ) ( )}]                                   (28)
= = ( . + . )                                                                        (29)

43 = 240 [ { ( ) ( )} + { ( ) ( )}]         (30)
= 320 [ { ( ) ( )} + { ( ) ( )}]                              (31)
= = // =                                                                                                                (32)= +                                                                                                                                    (33)

= =





= 2.7



=

/

/

/



/

== 0= 12                                                                                                                                       (34)
= 16                                                                                                                                       (35)



/
/

/5

= 10.43 

= 10.45 



= 11.1 

= 11.2 

= 11.7 

= 11.8 

= 12.5 



= 12.55 

a







, ,

,= /

,
t 



IIUM Engineering Journal, Vol. 24, No. 1, 2023 Zainal et al. 
https://doi.org/10.31436/iiumej.v24i1.2366 

PLC-BASED PID CONTROLLER FOR REAL-TIME pH 
NEUTRALIZATION PROCESS USING PALM  

OIL MILL EFFLUENT 

AZAVITRA ZAINAL1,2, NORHALIZA ABDUL WAHAB1*

AND MOHD ISMAIL YUSOF2 
1Control and Mechatronics Engineering, Faculty of Electrical Engineering, 

Universiti Teknologi Malaysia, Johor, Malaysia 
2Instrumentation and Control Engineering Section, 

Malaysian Institute of Industrial Technology,  
Universiti Kuala Lumpur, Johor, Malaysia  

*Corresponding author: aliza@fke.utm.my   
(Received: 21st March 2022; Accepted: 3rd November 2022; Published on-line: 4th January 2023) 

ABSTRACT:  The pH neutralization process is a highly non-linear process and time 
delay system that is difficult to control and to accurately model mathematically. 
Therefore, the empirical method, which needs reliable experimental data to represent the 
process dynamics, is often used. In this paper, the performance of the PLC-based PID 
controller was studied using a different adjustment of the acid dosing pump stroke rate in 
the pH neutralization process. The pH neutralization process is a single-input, single-
output system where the manipulated variable is the alkali dosing pump stroke rate, the 
controlled variable is pH, and the acid dosing pump stroke rate is set as a constant. The 
acid dosing pump stroke rate was adjusted to 10%, 15% and 25%. The results showed 
that the best performance of the PID controller was based on setpoint tracking when the 
setting of the acid dosing pump stroke rate was set at 10%, which could be used as 
experimental data in the empirical method. In addition, the real-time control system was 
integrated between PLC and MATLAB using National Instruments OPC server to access 
the experimental data in real-time, conduct simulation, and to develop the advanced 
control in the future.  

ABSTRAK: Peneutralan pH adalah proses tidak linear yang sukar dikawal dan sukar 
mendapat model matematik yang tepat. Oleh itu, kaedah empirikal memerlukan data 
eksperimen masa nyata bagi mewakili proses dinamik untuk mengatasi masalah ini. 
Kajian ini adalah berkaitan kajian prestasi pengawal PLC-berdasarkan PID 
menggunakan pelbagai perubahan kadar strok pam dos asid dalam proses peneutralan 
pH. Proses peneutralan pH ini adalah sistem satu input/output, di mana pemboleh ubah 
yang dimanipulasi adalah kadar peratusan strok pam dos alkali menggunakan pam 
peristaltik, pemboleh ubah kawalan ialah pH dan pemboleh ubah malar ialah peratusan 
dos asid.Kadar strok pam dos asid dilaraskan pada 10%, 15% dan 25%. Dapatan kajian 
menunjukkan prestasi terbaik kawalan PID adalah berdasarkan pengesan titik-set apabila 
kadar strok pam dos asid dilaraskan pada 10%, di mana ianya berkesan apabila 
digunakan sebagai data eksperimen dalam kaedah empirikal. Tambahan, kajian ini telah 
berjaya membentuk sistem kawalan masa nyata bagi proses penutralan pH menggunakan 
PLC dan MATLAB melalui pelayan National Instruments OPC bagi membolehkan 
pertukaran data eksperimen secara masa nyata yang cekap, menjalankan simulasi dan 
pembangunan kawalan termaju pada masa hadapan. 

KEYWORDS:  OPC DA server; PLC; PID controller; pH neutralization; POME 
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1. INTRODUCTION
The palm oil plantation and processing industry is dominated by countries such as

Malaysia, Indonesia, and Thailand. Treating palm oil mill effluent (POME) in accordance 
with regulations and standards from environmental agencies is a major problem in the 
palm oil industry [1,2]. The discharge POME in Malaysia must meet the standard 
requirements of Standards A and B of the Environmental Quality (Industrial Effluents) 
Regulations 2009. The direct discharge of POME has an impact on the environment.  

Fresh POME from the palm oil mills is acidic (pH 4-5), hot (80-90 oC), non-toxic, 
with high organic content (chemical oxygen demand, COD 50,000 mg/L, biochemical 
oxygen demand, BOD 25,000 mg/L) and contains significant amounts of plant nutrients 
[3]. In addition, the discharge of dark brown colored POME into rivers inhibits the growth 
of aquatic organisms by reducing the penetration of sunlight and impairing photosynthetic 
activity. The ponding system is a common conventional method of treating POME. Most 
palm oil mills use anaerobic digestion as their primary treatment for POME. In Malaysia, 
more than 85% of the palm oil mills use the ponding system for POME treatment, and 
others use an open digestion tank [4]. Anaerobic digestion is the process of breaking down 
complex organic substances without oxygen. The process takes longer as the bacterial 
consortia must adapt to the new environment before using the organic matter to grow [5]. 

The major factors that affect the performance of the POME treatment digester are pH, 
mixing process, operating temperature, and organic loading rates into the digester. 
Operating temperature and pH are important to maximize microbial community 
performance in an aerobic digester [6]. In Malaysia, the pH of the POME discharge 
standard according to Standard B of the Environmental Quality (Industrial Effluents) 
Regulations 2009 is 5.5-9.0 [7]. However, pH control is a highly non-linear process and 
time delay system that is difficult to control. The dynamics of the pH neutralization 
process led to the difficulty of obtaining an accurate mathematical model [8]. Therefore, 
the empirical model of the pH process is the most suitable method to use for solving this 
problem [9,10]. Reliable experimental data are required to represent the dynamics of 
process, which only can be obtained with correct experimental setup. 

PC-based supervisory control and data acquisition systems (SCADA) are typically 
used in POME treatment plants to collect, store, and analyze the process data. The system 
uses a controller, usually a PLC system with embedded PID controller algorithm, to adjust 
the parameters. The pH neutralization is one of the non-linear processes that requires 
advanced process control. In this study, the pH neutralization plant system is built from a 
SIMATIC S7-1200 controller with CPU firmware V4.0 and used TIA Portal V13 software 
with PLC PID compact block V2.2 for the PID controller control system. However, this 
system architecture does not support the performance of any simulation with SIMATIC 
PLCSIM software [11]. In addition, the challenges of the PLC system are that the PLC 
does not allow for real-time simulation or changes unless the system is under maintenance, 
and it is difficult to implement the mathematical model and advanced control algorithm in 
the PLC system.  Therefore, the MATLAB platform can be used to design advanced 
process control, run simulations, and test the controller. The results obtained in MATLAB 
through simulation can be directly applied to the process plant through the PLC. In 
industrial automation, this requires a standard method for communicating and exchanging 
data with multiple types of data tags. The limitation of MATLAB is the difficulty of 
connecting to the rest of the real-time application system. To overcome this limitation, 
OPC Data Access (DA) servers can be implemented for real-time data exchange between 



IIUM Engineering Journal, Vol. 24, No. 1, 2023 Zainal et al. 
https://doi.org/10.31436/iiumej.v24i1.2366 

 
 

PLC and MATLAB using the MATLAB OPC Toolbox [12].  OPC DA server provides 
specification for the transfer of real-time data from the data acquisition device [13,14]. 

Several studies have successfully integrated the PLC with MATLAB using the OPC 
server. A study by Bagal et al. [15] shows a method for implementing a real-time DC 
motor speed control PLC based on SCADA and MATLAB. With this method, the authors 
integrated a Mitsubishi FX2N 32MR PLC with OPC DA server KEPServerEx.V4 for data 
acquisition between the DC motor, SCADA application (Citect SCADA 7.2), and 
MATLAB. Gajjar et al. [16] developed a water heating tank system for temperature 
control with VIPA 315-SB PLC using the OPC DA Server KEPServerEx as 
communication protocol with MATLAB. In this study, a PID controller and a model 
predictive controller (MPC) were developed to control the temperature for different 
treatment zones for bottle washing machines. In addition, Bhaskarwar et al. [17] 
developed the cascade control application for level process plants with a PLC-OPC-
MATLAB configuration with the additional function that it can monitor by remote 
monitoring with the ThingSpeak server. The RSLinx OPCserver is used for the 
communication protocol between PLC and MATLAB. A recent study by Ahmad et al. 
[18] using the PLC-OPC server MATLAB communication system was carried out to 
compare the performance of a traditional PID controller with a neural network controller 
for PLC-based water flow process control. 

The contribution of this paper is described as follows: (1) Developing the real-time 
system integration between the PLC with MATLAB software through NI OPC servers to 
ensure data exchange and ability to develop advanced controller in the future. (2) 
Determining the performance of the PID controller with PLC PID_compact using different 
settings of the acid pump dosing stroke rate.  

2. STRUCTURE OF THE PROCESS PLANT FOR pH 
NEUTRALIZATION 

2.1  The pH Neutralization Pilot Plant 
The pilot plant for pH neutralization is installed in the Industrial Process Control 

Warehouse D1 of the Malaysian Institute of Industrial Technology, Universiti Kuala 
Lumpur. Figure 1 shows the schematic representation of the pH neutralization plant.  

 
Fig. 1: The pH neutralization pilot plant, MPC318. 



IIUM Engineering Journal, Vol. 24, No. 1, 2023 Zainal et al. 
https://doi.org/10.31436/iiumej.v24i1.2366 

 
 

The plant consists of three main tanks, namely the acid tank (T-81), alkali tank (T-
82), and analysis tank (T-83). The tank volume of the analysis tank is regulated to 30 
liters. The volume of the acid and alkali tanks are 40 liters each. The dosing pumps P-801 
and P-802 are used to provide the required amount of acid and alkali for the pH 
neutralization process. The P-803A pump is used to circulate the liquid and mix it with the 
acid and alkali. Table 1 shows the list of instruments used in the pilot plant development. 

Table 1: List of instruments 

Tag no. Descriptions Measurement 
Range 

Signal 
range [mA] 

Manufacturer 

PHT801 pH sensor 0 - 14 4 - 20 Hana Instruments HI61008 

P-801 Acid dosing pump 0 – 100 [%] 4 - 20 ProMinent Gamma/L D-69123 

P-802 Alkali dosing pump 0 – 100 [%] 4 - 20 ProMinent Gamma/L D-69123 

2.2  Development of the PLC Based Process Application 
The pilot plant design for pH neutralization consists of hardware and software 

components. The Siemens Simatic S7-1200 controller is used as the system hardware. 
Rack 1 is the PLC CPU module which is CPU 1214C DC/DC/Rly. Rack 2 is for the 
analog input/output module (AI 4x13BIT/AQ 2x14BIT_1). Rack 3 and 4 house the digital 
output module (DQ 8xRelay_1). The pH transmitter is connected to the analog output 
module channel 0. The acid and base dosing pumps are connected to the analog input 
module channel 0 and 1, respectively. The PLC controller is programmed with the Totally 
Integrated Automation Portal (TIA Portal) software from Siemens. The PLC receives the 
input signals from the sensor and controls the output device by sending an output signal to 
achieve the desired operation in a system. Table 2 shows the relationships between the 
PLC input/output types of tag name - data type. 

Table 2: The relationship between the PLC input/output tag name with data type 

Field device PLC-CPU Data Acquisition 
Tag no. Descriptions Tag name Integer value 

(Analog value) 
Tag name Measurement value 

PHT801 pH sensor %IW96 0-27648 %MD200 0 - 14 

P-801 Acid dosing pump %QW96 0-27648 %MD236 0 – 100 [%] 

P-802 Alkali dosing pump %QW98 0-27648 %MD228 0 – 100 [%] 

The pH sensor supplies electrical signals in the range from 4 to 20 mA to the analog 
input module. The analog input module converts 4 to 20 mA electrical signals to 0 to 
27648 decimal values (digital signal), which can be read by the PLC. The acid and alkali 
dosing pumps receive electrical signals in the range of 4 to 20 mA from the analog output 
module. The analog output module converts 0 to 27648 decimal values (digital signal) into 
4 to 20 mA electrical signals. Therefore, the tag with the data type integer is required to 
save the values from the analog input/output devices. 

Figure 2 shows the PLC ladder diagram for scaling analog values for a pH sensor. 
The electrical signal from the pH sensor memory address %IW96 is normalized to an 
integer value with the NORM_X Normalize block and then stored in the temporary 
memory #TEMP1. Then the integer value is scaled to the physical value (pH value 0 - 14) 
with the SCALE_X Scale block and saved in % MD200 memory address. The same 
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method is used to program the PLC ladder diagram to scale analog values for an analog 
outputs, acid, and alkali dosing pump. The physical value of the memory address 
%MD236 is normalized to an integer value with the NORM_X Normalize block and held 
in the temporary memory #TEMP2. Then, the physical value is scaled to the integer value 
with the SCALE_X Scale block and sent to the memory address % QW96 or %QW98 of 
the acid and alkali metering pump. 

 
Fig. 2: The ladder diagram for scaling analog values for the pH sensor (analog input). 

Figure 3 shows the built-in PID function in the PLC PID_compact function block, 
which provides a continuous PID controller. The PLC PID_compact continuously acquires 
the measured process value within a control loop and compares it with the required 
setpoint. The technology object PLC PID_compact has the function of tuning, whereby the 
P, I and D parameters can be calculated automatically depending on the control system.  

 
Fig. 3: The PLC PID_compact block used for universal PID controller with integrated tuning. 

3. OPC COMMUNICATION STRUCTURE FOR DATA 
ACQUISITION 

3.1   NI OPC Server 
A robust and established system is required to ensure the data acquisition between the 

device and the system. Automation devices that come from different manufacturers 
require a common communication platform for integration into the overall system. Object 
Linking and Embedding for process control technology (OPC) can thus be used as a 
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solution that can offer interoperability between the various device manufacturers for safe 
and efficient data acquisition. Fig. 4 shows the components of the network diagram for 
PLC based real-time pH neutralization process control with MATLAB Simulink. 

 
Fig. 4: The network diagram of pH neutralization plant. 

The PLC is connected to the OPC DA server via OPC Server 2016 from National 
Instruments. By configuring the OPC server software, the input and output parameters of 
the PLC can be recorded in real time in the OPC server. The MATLAB OPC Toolbox is 
used to connect the MATLAB Simulink to the OPC server. The toolbox consists of OPC 
Configuration, OPC Read, and OPC Write blocks that are used to receive and transfer the 
data from the OPC DA Server to MATLAB Simulink. MATLAB Simulink acts as a client 
for the OPC DA Server. The communication between PLC and OPC DA server takes 
place via PROFINET/Industrial Ethernet (PN/IE) with specific IP address configuration. 
The NI OPC server is configured and defines the channel, the group and the tags with the 
appropriate data type as shown in Table 2. The OPC Quick Client is used to read/write 
data, run a structured text suite, and test the server performance. It can generate error 
reports that contain detailed feedback on all OPC errors from the server and help to 
diagnose problems from common OPC clients/servers. 

3.2   LABVIEW Configuration 
The next step is the configuration to set up the data acquisition between the NI OPC 

Server with LABVIEW. The purpose is that MATLAB cannot directly detect the 
communication with the NI OPC server. First, the new project must be created in 
LABVIEW. Then it finds the new I/O server. The NI OPC server is successfully registered 
when the OPC1 icon is displayed. Next, it selects National Instrument NIOPC Servers V5 
option under Registered OPC Server in the OPC Client. In the next step, it clicks Create 
Bound Variables to find the registered variables in NI OPC Server. The variables are 
important for data acquisition and must be added to the LABVIEW program to establish 
communication. Then the variables can be used in the LABVIEW program. 

3.3  MATLAB Simulink Configuration 
The final step is to configure the MATLAB OPC Toolbox in Simulink. The 

MATLAB OPC Toolbox is the source of real-time and historical OPC data that was 
accessed directly from MATLAB. It can also read, write, and log OPC data from field 
devices via the PLC. The blocks named OPC Configuration, OPC Read, and OPC Write 
are used in the model. The OPC configuration block is used to configure pseudo real-time 
options, OPC clients for use in the model, and behavior in response to OPC errors and 
events. The required server National Instruments.Variable Engine.1 must be selected 
under the OPC Configuration block to set up the data acquisition from the pH 
neutralization plant via the NI OPC Server. Fig. 5 shows the Simulink model of a pH 
neutralization plant. The value of the stroke rate of the acid and alkali dosing pumps can 
be set directly with this model. The real-time data is stored in the MATLAB workspace. 
The next step is the configuration for the OPC Read block, which is used to read data from 
the OPC Server. In this project, the controlled variable pH value is read synchronously by 
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the pH sensor in a pH neutralization plant. The function of the OPC Write block is to write 
data to the OPC server. The manipulated variables for this project are acid and alkali 
dosing pumps, which send an appropriate signal to the field device. 

 
Fig. 5: The Simulink model of pH neutralization plant. 

4.  PID CLOSED-LOOP CONTROL SYSTEM 
4.1  Experimental setup 

In this study, the controlled value is pH, and the manipulated variable is the alkali 
dosing pump stroke rate while the acid dosing pump stroke rate is set constant. The aim of 
the experiment is to determine the most suitable setting for the acid dosing pump stroke 
rate, at which the PID controller can work at an optimum level. The experiment was 
divided into three data sets with the acid dosing pump stroke rate set at 10% (Set A), 15% 
(Set B) and 25% (Set C). The hydrochloric acid, 0.1M HCl and sodium hydroxide, 0.1M 
NaOH as acid and alkali are prepared. 1 liter of POME is diluted with 29 liters of 0.1M 
HCl, and then poured into analysis tank, T-83. The initial value of POME after dilution is 
3.8. The POME is supplied by Sedenak Palm Oil Mill Sdn. Bhd. in Johor, Malaysia. The 
final discharged standard of the POME pH value under the Environmental Quality Act 
1974 (Department of Environment, Malaysia) must be in the range of 5.5 to 9.0 [19].  

The closed-loop experiment was performed using the built-in PID function in the S7-
1200 PLC controller. The PLC PID_Compact function block (refer to Fig. 3) is used, 
which was specially developed for the control of proportional actuators.  

                                       (1) 

Eq. (1) describes the PID algorithm for the PID_Compact [11], where y is the output 
value of the PID algorithm, w is the set point, Td is the derivative action time, Ti is the 
integral action time and Kp is the proportional gain. For the parameters, a is the derivative 
delay coefficient, which delays the effect of the derivative action, b is the proportional 
action weighting which represents the proportional action with setpoint changes, and c is 
the derivative action weighting which represents the derivative action with setpoint 
changes. 

The PLC PID_compact auto tuning is divided into two stages, where the proportional, 
integral and derivative parameters are calculated during pre-tuning and the parameters are 
tuned further during fine tuning. However, for this process, the initial pH value is 3.8 and 
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the setpoint is 7. Pre-tuning is therefore not required since the difference between the set 
point and the pH value is less than 30% of the difference between the pH value minimum 
and maximum limit, which is 0 and 14. For the requirements of the fine tuning, the 
setpoint and the pH value must be within the configured limits. During fine tuning, the 
PLC PID_compact generates an oscillation of the pH value with periodic changes in the 
manipulated value and alkali dosing stroke rate and calculates the PID parameters for the 
pH neutralization process. After the fine tuning is complete, the pH setpoint is changed 
with a positive step from 7.0 to 8.0 at t = 200 s.  

4.2  Results and Discussion 
With PLC PID_compact pH value fine tuning, an attempt was made to reach the 

setpoint with the minimum or maximum of alkali dosing stroke rate, which can lead to 
increased overshoot. Fine tuning begins when the setpoint is reached. The PLC 
PID_compact is switched to automatic mode and uses the tuned parameters when the fine 
tuning is completed. Table 3 shows the fine tuning parameters of the PID controller. For 
set A, the value of the derivative delay coefficient is greater than 1.0, which means the 
effect of the derivative action is delayed longer. However, for set B and set C, the 
derivative delay coefficient value is approximately 0, which means that the derivative 
action is effective for only one cycle and therefore almost not effective. Although the acid 
dosing stroke rate is set to constant, the amount of acid dosing on the process will affect 
the fine tuning performance of the PID controller. The fine tuning results show that set A 
performs well compared to set B and set C. 

Table 3: The fine tuning parameter of the PLC PID_Compact  

Fine tuning parameter The acid dosing stroke rate (%) 
SET A: 10% SET B: 15% SET C: 25% 

Proportional gain, Kp 3.030118 0.861554 5.138405 
Integral action time, Ti 52.58616 0.5780812 1.999941 

Derivative action time, Td 14.1015 0.0709655 0.4994175 
Derivative delay coefficient, a 0.1 0.1 0.1 

Proportional action weighting, b 0.5276183 1.0 0.7926073 
Derivative action weighting, c 0.0 0.0 0.0 

Derivative delay =a × Td  1.4015 0.007096554 0.0499475 

Figures 6 to 8 show the corresponding responses of the closed-loop systems to a step 
reference signal, where the setpoint is changed from 7 to 8. The wavelet transform is used 
for data preprocessing to remove the disturbance signals. The disturbance signals are due 
to the on-and-off state of the SV801, which was used to maintain the liquid level in the 
analysis tank. The total duration of the collected data for each set is 1426 s with a 
sampling time of 1 s. The acid dosing pump starts dosing according to the setting, and the 
unit step is changed at t=200 sec. For set A, the alkali dosing pump stroke rate is gradually 
increased based on the pH value, and then after the setpoint changes, increases to 20% and 
gradually decreases the value until the setpoint is reached. 

 The performance indexes of the PID controller are given in Table 4, where tr, tp and ts 
denote the rise time, peak time and 5% settling time, respectively and the overshoot 
percentage of the control signal. In Fig. 6 for set A, although the step response of the 
closed loop system has a high percentage of overshoot, it is able to reach the steady state 
at 1423.5 sec. Note that in Fig. 7 for set B and 8 for set C, the step response of the closed 
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loop system is more oscillatory, has a higher percent overshoot and is unable to reach and 
remain stable within the specified range of 5% of its setpoint. 

Fig. 6: SET A (10%): The step response and control signal for the closed loop system. 

Fig. 7: SET B (15%): The step response and control signal for the closed loop system. 

Table 4: Transient performance indexes for the compensated system with PID controller 

Transient performance index The acid dosing stroke rate (%) 
SET A: 10% SET B: 15% SET C: 25% 

Rise time, tr  122.8 74.0 79.0 
Peak time, tp 358 1038 929 

5% settling time, ts 1423.5 - - 
Percentage overshoot (%) 112.04 181.87 301.02 
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Fig. 8: SET C (25%): The step response and control signal for the closed loop system. 

The process model is identified with FOPDT (first order plus dead time) using the 
System Identification MATLAB Toolbox. 50% of the data sets are used to estimate the 
models and 50% of the datasets are used to validate the models. The performance of each 
data set is evaluated based on the quality of fit, or error norm between the measured and 
estimated outputs. The cost function used is the normalized root mean square error 
(NRMSE), which is given by Eq. (2). 

                                                                       (2) 

Table 5: The fit percentage of obtained model 

Data set FOPDT model Fit percentage [%] 

Set A (Acid dosing pump 
stroke rate 10%) 

 54.22 

Set B (Acid dosing pump 
stroke rate 15%) 

 31.85 

Set C (Acid dosing pump 
stroke rate 25%) 

 9.691 

A fit percentage of 100% indicates a perfect match between reference and estimated 
outputs. The fit percentage for each data set is shown in Table 5. Set A shows the best fit 
percentage result, which is 54.22%. From the transient response indexes and the FOPDT 
model fit percentage, it can therefore be concluded that set A performs better than set B 
and set C. In addition to the controller tuning, the adjustment of the stroke rate of the acid 
dosing stroke rate is also important, which can affect the controller performance. 

5.  CONCLUSIONS 
The paper described the use of OPC DA servers for developing real-time process 

control between MATLAB and PLC. The OPC server enables secure and reliable data 
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acquisition between the various device manufacturers. Instead of the hardware 
modification, the control system software modification is more effective based on the test 
result showing the efficient data exchange between the PLC and MATLAB. The PLC-PID 
controller was tuned using the integrated auto tuning function in the PLC Siemens TIA 
software. For the pH neutralization process of POME, although the acid dosing stroke rate 
is set to constant, the parameter value needs to be properly studied because it will affect 
the controller performance. Based on the transient response results of PLC PID controller, 
further work is required to develop an advanced process controller that can overcome the 
nonlinear dynamic response of pH neutralization process. 
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ABSTRACT:  The use of sampling-based algorithms such as Rapidly-Exploring Random 
Tree Star (RRT*) has been widely applied in robot path planning. Although this variant 
of RRT offers asymptotic optimality, its use is increasingly limited because it suffers 
from convergence rates, mainly when applied to an environment with a poor level of 
obstacle neatness and a narrow area to the target. Thus, RRT*-Smart, a further 
development of RRT*, is considered ideal for solving RRT* problems. Unlike RRT*, 
RRT*-Smart applies a path optimization by removing the redundant nodes from the 
initial path when it is gained. Moreover, the path is also improved by identifying the 
beacon nodes used to steer the bias of intelligent sampling. Nevertheless, this initial path 
is found with termination criteria in terms of a region around the goal node. 
Consequently, it risks failing to generate a path on a narrow channel. Therefore, a novel 
algorithm achieved by combining RRT*-Smart and A* is proposed. This combination is 
intended to switch method-by-method for the exploration process when the new node 
reaches the region around the goal node. However, before RRT*-Smart is combined with 
A*, it is improved by replacing the random sampling method with Fast Sampling. In 
short, by involving A*, the exploration process for generating the Smart-RRT*’s initial 
path can be supported. It gives the optimal and feasible raw solution for any complex 
environment. It is logically realistic because A* searches and evaluates all neighbors of a 
current node when finding the node with low cost to the start and goal node for each 
iteration. Therefore, the risk of collision with an obstacle in the goal region is covered, 
and generating an initial path in the narrow channel can be handled. Furthermore, this 
proposed method's optimality and fast convergence rate are satisfied.   

ABSTRAK: Penggunaan algoritma berasaskan pensampelan seperti Rapidly-Exploring 
Random Tree Star (RRT*) telah digunakan secara meluas dalam perancangan laluan 
robot. Walaupun varian RRT ini menawarkan keoptimuman tanpa gejala, 
penggunaannya semakin terhad kerana ia mengalami kadar penumpuan, terutamanya 
apabila digunakan pada persekitaran dengan tahap kekemasan halangan yang lemah dan 
kawasan yang sempit ke sasaran. Oleh itu, RRT*-Smart, pembangunan lanjut RRT*, 
dianggap sesuai untuk menyelesaikan masalah RRT*. Tidak seperti RRT*, RRT*-Smart 
menggunakan pengoptimuman laluan dengan mengalih keluar nod berlebihan daripada 
laluan awal apabila ia diperoleh. Selain itu, laluan juga dipertingkatkan dengan mengenal 
pasti nod suar yang digunakan untuk mengemudi bias pensampelan pintar. Namun 
begitu, laluan awal ini ditemui dengan kriteria penamatan dari segi rantau di sekeliling 
nod matlamat. Akibatnya, ia berisiko gagal menjana laluan pada saluran yang sempit. 
Oleh itu, algoritma baru yang dicapai dengan menggabungkan RRT*-Smart dan A* 
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dicadangkan. Gabungan ini bertujuan untuk menukar kaedah demi kaedah untuk proses 
penerokaan apabila nod baharu sampai ke kawasan sekitar nod matlamat. Walau 
bagaimanapun, sebelum RRT*-Smart digabungkan dengan A*, ia diperbaiki dengan 
menggantikan kaedah persampelan rawak dengan Persampelan Pantas. Pendek kata, 
dengan melibatkan A*, proses penerokaan dalam menjana laluan awal yang Smart-RRT 
lakukan* boleh disokong. Ia memberikan penyelesaian mentah yang optimum dan boleh 
dilaksanakan untuk mana-mana persekitaran yang kompleks. Ia adalah realistik secara 
logik kerana A* mencari dan menilai semua jiran nod semasa apabila mencari nod 
dengan kos rendah ke nod permulaan dan matlamat untuk setiap lelaran. Oleh itu, risiko 
perlanggaran dengan halangan di kawasan matlamat dilindungi, dan menjana laluan awal 
dalam saluran sempit boleh dikendalikan. Tambahan pula, kaedah optimum yang 
dicadangkan dan kadar penumpuan yang cepat ini berpuas hati. 

KEYWORDS: path planning; A* algorithm; RRT*-smart algorithm; convergence rate 

1. INTRODUCTION  
As an intelligent application, mobile robots have received considerable attention from 

researchers. The increase in productivity and efficiency offered by the use of mobile 
robots is behind this concern [1-3]. Therefore, it is not surprising that developments in 
navigation on mobile robots continue rapidly because navigation is at the core of its 
intelligence [4,5]. Path planning is the basis of a robotic navigation, namely the ability to 
plan a path without collisions with obstacles in the environment [6-8]. Although there are 
several strategies with different exploration representations, grid-based algorithms [9-11] 
and sampling-based algorithms [12-15] are in great demand because of their ease of 
implementation. For example, there are A* and RRT* algorithms for these types, 
respectively. As its advantage, A* offers the completeness and optimality of the resolution 
which is not guaranteed by RRT*. However, A* algorithm is limited in use, because it 
consumes much time to solve the problem when applied to high-dimensional state space. 
Accordingly, RRT* has been chosen to tackle this limitation. Although RRT* in this case 
is obviously better than A* algorithm, it works infinitely when the region around the goal 
node is not reached. It is also work based on the probabilistic principle leading the large 
variance to time which gives its another disadvantage named slow convergence rate. 
Moreover, RRT* uses the criteria termination in the form of a predefined maximum 
number of the sampling node and condition when the new explored node reaches the 
region around the goal node, which increases the processing time. 

Referring to this limitation, RRT* have been intensively maintained [16]. This concern 
not only enhances the optimality of RRT* but also accelerates its convergence rate. There 
are several algorithms intended to tackle this limitation such as Fast-RRT [17], Connect-
RRT [11,15,18], informed RRT*[11], and Smart-RRT*[16,17,19,20]. The most popular 
algorithm is Smart-RRT* with claims optimality and fast working time. Although it also 
applies some procedures of RRT*, the Smart-RRT* also executes the path optimization 
when the initial path is found [21]. This makes RRT*-smart a better solution compared to 
RRT* in terms of optimality. This optimization is designed to remove the redundant node 
given by the initial path. Moreover, RRT*-Smart is also completed with an intelligent 
sampling to replace the conventional random sampling [16]. Conceptually, this sampling 
is done by biasing it to the beacon node of optimized path, in which the beacon node is 
identified from the path optimization process. Therefore, once the RRT*-Smart obtains a 
shorter path compared to the previous one, the optimization is conducted and 
simultaneously gets the new beacon node. Accordingly, it improves its predecessor named 
RRT*. 
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However, due to following some procedures of RRT*, RRT*-Smart takes over the 
particular characteristic of RRT* namely, the criteria termination [22]. Similar to RRT*, 
the process of getting the initial path is noticed to break when the newest node is in the 
region around the goal node. Therefore, both RRT* and RRT*-Smart are still at risk of 
failure in generating a feasible path when the start and goal node are separated with a 
narrow channel in the environment [23-26]. Furthermore, terminating the exploration 
process of Smart-RRT* with a region around a goal node requires the knowledge of any 
obstacle close to the goal node that would be difficult for the robot to perceive. The reason 
for this difficulty is because the characteristic of map information that might be given by 
Simultaneous Localization and Mapping is still categorized as raw. Thus, terminating the 
process with a trigger of radius will definitely cause RRT*-Smart to make a potential 
mistake.  

For this urgency, it is strongly recommended to improve RRT*-Smart with an ability 
of connecting the newly expanded node to the goal node when they are closed to each 
other in the channel environment. Through this paper, aiming to tackle the limitation in 
terms of optimality and keep the way of determining the optimized path, A* algorithm is 
proposed to handle the rest task of path planning when the newly expanded node reaches 
the area closed to the goal node even when a border exists. A* algorithm has been 
recorded as a searching-based planning method with some advantages such as having 
optimality and high resolution of tracing procedure [27]. This advantage makes the A* 
algorithm relevant to be applied as a helper for RRT*-Smart in narrow channels near the 
goal node so that the time required for search expansion can be further reduced. In general, 
the search process using this combination begins by using RRT*, part of the RRT*-Smart 
process, to carry out the exploration stage. In contrast to RRT* and RRT*-Smart, this case 
uses a fast-sampling technique to replace conventional sampling technique. This is 
intended to speed up the exploration process and achieve node positions near the goal. For 
the record, fast sampling is a technique applied to fast-RRT, which performs the 
exploration process without repeating the placement of sampling nodes in areas close to a 
group of nodes that have been recorded. While this represents an advantage for searching 
in a wide environment, the potential difficulty in expanding into narrow channels 
increases. For this reason, the expansion process needs to be supported by the relevant 
algorithm, namely A*. The formation of this initial path will be completed after A* makes 
a connection from the closest node to the goal with the goal node. Furthermore, the 
proposed algorithm will continue the process by applying path optimization and intelligent 
sampling from RRT*-Smart, so that optimality is maintained with an increased 
convergence rate. 

2. MATERIAL AND METHODS 
As usual, the global problem is defined to show the relation to its existing solution. It 

is reliable by firstly defining the objective of finding a solution for a path planning 
problem, which is how to determine the connection from the initial node to the goal node 
without any collision with any obstacle existing in the environment. Globally, there are 
two important benchmarks used for evaluating the performance of a path planning 
algorithm, namely optimality and convergence rate. Respectively, these can be represented 
by a feasible path and time consumption in generating it.  Therefore, by well knowing the 
problem and these benchmarks, a feasibility of the designed or targeted algorithm could be 
declared.  
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Let  be the representation of state space for a path planning problem, with 
 being the space dimension, thus  is another state space with  

referring to obstacle coordinates and  free space. Moreover, if the start node 
 and goal node are given, then referring to , the path 

planning algorithm has to find the ideal path to/from those nodes, denoted as 
with  and where  where 

is the radius around goal defined at the beginning. 
2.1  A* Algorithm 

A* is considered to be  a heuristic-based search algorithm with the advantage of 
optimal path [28], [29]. This algorithm has a main step to assess the direction of travel by 
referring to the lowest cost/distance value from the neighbor n-th node around the current 
node . This cost is obtained by scanning the distance from the current node with 
eight surrounding nodes to get the value of ( ), and also from a heuristic function  
that gives the value of , which is the distance value from the eight nodes around the 
current node to the destination node, where this distance is calculated by applying 
Euclidean Distance and ( ) is mathematically determined using Eq. (1). 

       (1) 

where  is a function that represents the cost of the path required from the start node 
 to the current node . Briefly, the calculation of  refers to the eight 

costs which are determined based on the position in relation to the current that is the 
center. While  is a function used to calculate the required cost from the goal 
node  to the n-th node. This function applies Euclidean distance which directly 
calculates the distance to the goal node regardless of whether there is a collision with an 
obstacle or not. The sum of both is called which is used as the evaluation function of 
the nth node. In general, there are two sets named  and  in A*. All 
nodes that will be evaluated are placed in , and then the nodes that have been 
evaluated are removed from  and moved to . At the start of the process, 
the start node is placed as a member of the  set since the start node is the 
initial of the search then . Thus  for the start node  is the same 
as . Furthermore, taking into account all the evaluation costs of  for all 
nodes in the , the node with the lowest  will be selected as the current node 

 and its availability in the  is removed and transferred/added to the 
. As a step in defining the termination criteria, if this current node is a goal 

node, the process is stopped because it explains that the path has been obtained. Instead, 
all neighbors of the current node will be checked based on their . In the case of the 
grid map, there are the eight-neighbor nodes for the current node. Each neighbor node has 
a specified cost to the current node and is used as the basis for calculating . If the 
neighbor node is in a  or it is not traversable, the scan is continued on the next 
neighbor node. The neighbor node with the lowest  is determined. The neighbor node 
with the lowest  will then be checked, if it is not in the  then it is moved, set 
its , and set its parent to current node. Furthermore, this series of processes will be 
repeated until the termination criteria are met and to clarify this description the 
pseudocode of the A* algorithm is given 
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2.2  RRT*-Smart 

RRT*-Smart is an enhanced version of RRT* that works in the same way as RRT* 
for finding the initial path [14,20]. Besides that, it undertakes a path optimization 
procedure once an initial path has been determined. This procedure eliminates unnecessary 
nodes from the path that was initially discovered. The optimization is supported by the 
beacon nodes which are determined after conducting a triangular inequality technique 
when the initial path is found. Intelligent sampling is the second key feature introduced by 
RRT*- Smart. This sampling differs from random sampling in that it is directed towards 
optimal path beacon nodes. It sets a radius for intelligent exploration around selected 
beacons using a Biasing Radius . RRT*-Smart performs the path optimization procedure 
again to build additional beacon nodes as soon as it identifies a shorter path. As a result, 
RRT*-Smart improves path cost and accelerates path convergence.  
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In the initial path-finding stage, RRT*-Smart applies a conventional sampling 
technique. This technique will randomly generate nodes in the search space referring to 
the maximum and minimum limits of their representation. Based on these random nodes, 
the nearest node is determined by applying a Euclidean distance evaluation to the set of 
nodes. The direction from the nearest node to a random node is then determined as a 
reference direction for generating new nodes. In addition to referring to the reference 
direction, the placement of new node locations is also carried out based on the calculated 
distance between the random node and the nearest node. If the distance is less than or 
equal to the specified reference distance, then the placement of the new node from the 
nearest node is as far as the calculated distance. On the other hand, the placement of the 
new node from the nearest node is equal to the specified reference distance. This process 
is represented by Algorithm 2 in lines 9 and 10 after the sampling process in line 7 is 
carried out. Then RRT*-Smart will continue the process by paying attention to the new 
node. If the location of the new node is not the same as one of the points of the obstacle 
position and also the line formed from the new node to the nearest node does not intersect 
with any line from the obstacle, then the new node is connected to the nearest node as an 
Edge . This process is called the wiring process in RRT. Furthermore, the nearest node 
will be temporarily considered as the parent node  of the new node  and all 
neighbor nodes of the new node are then evaluated for their proximity. The node that has 
the closest distance will be called  which is also the parent node for the new node. 
And the new node is linked to . This stage is rewiring which simultaneously 
distinguishes RRT and RRT*, where the process is shown in lines 11 to 15 of Algorithm 
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2. In RRT*-Smart this series of steps is a process in determining the initial path before this 
path is optimized by applying Triangular Inequality. In short, this technique builds a new 
edge by connecting the node to the next node in the node set  if the relationship between 
the two nodes is free of obstacles and collisions. So, it is clear that in this process, the 
number of nodes will be reduced. This new set of nodes is called beacons  as lies 
on line 23 and simultaneously the path formed from start to goal is connecting all these 
beacons with its costs termed  Finding this initial path will trigger intelligent 
sampling with a number of samples spawned around . This is done as an effort to 
reduce path costs by optimizing new nodes that are potentially better than the beacon 
position without having to do time-consuming sampling. Finally, the path correction is 
conducted in the global looping once the lower  is found.    

3. PROPOSED METHOD – RRT*SMART-A* ALGORITHM  
In a high-dimensional space, as a sampling-based algorithm, RRT is indeed better and 

faster in finding the initial path. However, by observing more deeply, precisely by taking 
random samples, the variance of the search time is so large that it has the potential to take 
a long time to determine a feasible path. This is even more so in the narrow channel 
scenario, which of course will take a lot of time, because each path is formed randomly 
due to random sampling. It is this basis upon which RRT* is introduced. As previously 
mentioned, the difference between the two is that there are two operations on the RRT*, 
namely neighbors search and rewiring step after wiring step is done. The parent, which is 
always updated every time a new node is generated, certainly makes RRT* have the 
advantage of maintaining the optimality of the path. RRT*-Smart applies this to initial 
path determination. However, this kind of determination requires a lot of time and memory 
usage to achieve a truly optimal path. Accordingly, a new method with the name An 
Integrated RRT*Smart-A* Algorithm is introduced in this paper. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Flowchart of Proposed Method (An Integrated RRT*-Smart A* Algorithm) 



IIUM Engineering Journal, Vol. 24, No. 1, 2023 Suwoyo et al. 
https://doi.org/10.31436/iiumej.v24i1.2529 

 
 

As seen in Fig. 1, in addition to integrating two different approaches referring to the 
proximity of the last exploration node to the goal node, conventional sampling techniques 
in the early stages of RRT*-Smart were replaced with fast-sampling techniques. Instead of 
expanding on a new exploration area, random sampling is not limited to the possibility of 
falling on the explored area. This reason underlies the replacement of conventional 
sampling with fast sampling. Where fast-sampling applies restrictions in generating 
samples, random samples obtained will be rejected if their position is in the explored area, 
and only random samples are in the new exploration area (see Fig. 2 and Algorithm 3 lines 
7 up to 10).  

 
Fig. 2: Illustration of Fast-Sampling Technique. The red circle is the explored area. When random node 

 falls on the explored area it is rejected and random sampling is repeated. When the random node 
 is obtained, the wiring and rewiring process is carried out. 

Furthermore, new nodes formed during expansion will continue to be observed. 
If it is close to the goal node , A* will take over determining this initial path. This 
aims to minimize the consumption of expansion time in narrow channels (see Algorithm 4 
from lines 21 to 24). Furthermore, when the initial path is obtained, all feasible nodes will 
be directly connected by applying triangular equality. This application is intended to 
shorten the path as an optimization step. Iteration in this process starts from  and 
moves to  by observing the direct connection to the parent sequentially until the 
connection of two different nodes is declared a collision on the obstacle. When the order 
of observations reaches  then no more nodes can be connected directly. To provide 
clarity on this process Fig. 3 and Algorithm 4 are given (see Algorithm 3). 

 
Fig. 3: The Principle of Triangular Inequality. 
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Along with getting this optimized path, the directcost will be calculated which will 
then be compared each time pathOptimization is performed. Once this path optimization 
occurs at the end of performance A* and will only repeat when the new directcost is better 
than the previous one. At the same time, when two conditions are met, n, the sampling 
bias variable, will be updated. Based on its magnitude and its relationship to the number of 
iterations, a number of samples will be generated around  as is the case with 
RRT*-Smart in general. This is intended to reduce the path again as an effort to maintain 
the optimality of the proposed method. Furthermore, this series of processes will be 
repeated until the maximum value of the iteration is met. To clarify the series of this 
process, Algorithm 4 is given as follows. 
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4. RESULTS AND DISCUSSION 
In this section, experimental results of different algorithms such as RRT*, RRT*-

Smart, and the proposed algorithm are presented. In this experiment, the three algorithms 
were performed to solve the global path planning problem in some different environments 
that consists of a narrow channel and several barriers. They are compared to each other in 
terms of optimality and degree of convergence by observing the cost/distance from  to 

 number of iterations, respectively. 

For the first scenario, the start node is in the field area and the goal node is in a certain 
place. Before being tested, parameter equations were carried out to provide good 
observations and comparisons. This parameter includes  which is the distance allowed 
to place a new node when the nearest node and a random node are given. In the first 
scenario experiment,  was set to 3 for both RRT*, RRT*-Smart, and RRT*-Smart-A*. 
In addition, the parameter in determining the neighbor of the new node is also the same, 
which is set to . It should be noted that the second parameter is intended to provide 
equalities in the rewiring process of the three algorithms. 

 The next parameter equalization is the parameter used only for RRT*-Smart and the 
proposed algorithm, namely the beacon radius which is used for intelligent sampling 
performance after the initial path is found and every time the direct cost improves. In the 
experiment in this first scenario, the beacon radius is set equal to . In detail, 
the position of the start node and goal node are respectively at coordinates (5,5) and 
(50,65) in an environment as shown in Figure 4. The complexity of the environment is not 
so high, so all the algorithms compared have the ability to get the optimal path. And the 
optimality of this path will be observed based on the cost of each iteration and its dynamic 
value.  
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Fig. 4: Performance of RRT* Algorithm (1st Case). 

Figure 4 shows a graphical result representing the performance of the RRT* 
Algorithm. Generally, the RRT* has succeeded in determining the collision-free path from 

 to . However, as shown in the graph and the cost value of 1360.3, the optimality 
of RRT* is still lacking. This is strongly relevant to the underlying theory that using 
simple random sampling the expansion of the nodes becomes diffuse and not centered. So, 
it is reasonable for a limited number of iterations, interconnecting feasible nodes is not 
enough to generate the optimal path.  

 
Fig. 5: Performance of RRT*-Smart Algorithm (1st Case). 

In the same case, the effect of using conventional sampling on the initial path 
determination also makes RRT*-Smart take time to provide the optimal path. This is 
because the path optimization time is getting narrower when RRT*-Smart works at a 
limited time. This phenomenon can be seen in the need for repetition of 747 times in 
finding the initial path (see Fig. 5). So, it is not surprising that the final solution with a 
given cost of 95 can actually be increased if the application time of intelligent sampling is 
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sufficient. However, this performance is enough to prove that RRT*-Smart has better 
optimality than RRT*.  

 
Fig. 6: Performance of RRT*Smart-A* Algorithm. 

Next in this first scenario, the RRT*-Smart A* Algorithm is performed. As shown in 
Fig. 6, the proposed algorithms that involve fast-sampling only need 77 iterations to 
explore from  to . This achievement is ideal because it will provide a long 
duration to apply intelligent sampling and path optimization to the next process. This can 
be seen from the distribution of samples in the area near the beacon used to assist the path 
optimization. Although the path optimization is not intended to repair the offered path of 
A, the cost is 93, it is enough to prove that in term of optimality the proposed method is 
better than RRT* and RRT*-Smart. Additionally, the number of nodes generated in a 
finite duration implies that optimization can occur iteratively, so the potential for 
generating shorter paths is possible.   

 
Fig. 7: Performance of RRT* Algorithm (2nd Case). 

Figure 7 shows a graphical result representing the performance of the RRT* Algorithm for 
the second scenario. It can be seen from Fig. 7, the RRT* needs more than 8000 iterations 
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to get initially optimal path before it is optimized. This situation shows that the RRT* 
algorithm does not have ability or is improper to solve the environment with narrow 
channel. Besides that, it can be seen from the path cost after optimization, the cost is high. 
It represents that its optimality is still lacking for this second case.  

 
Fig. 8: Performance of RRT*-Smart Algorithm (2nd Case). 

Since the conventional sampling is used for obtaining the initial path, the RRT*-smart 
has the similar level for its convergence speed as RRT*. It indicates that the convergence 
rate of RRT*-smart strongly depends on the initial sampling method. As can be seen from 
Fig. 8, unfortunately the RRT*-Smart does not obtain the initial path even if the number of 
iterations is increased and the number of nodes reaches more than 4000 nodes. For this 
inconsistency and limitation, the RRT*-Smart improves by replacing the conventional 
sampling with a fast sampling in the second case. Graphically its performance can be seen 
as follows.  

 
Fig. 9: Performance of RRT*-Smart with A Fast Sampling (2nd Case). 

Referring to Fig. 9, the RRT*-Smart with a fast sampling is also limited. It can be 
observed based on the number of iterations and the iteration indicating the initial path 
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found. The diversity between these values represents that the optimization, which is an 
advantage of RRT*-Smart, has a short duration. Therefore, the generated nodes have small 
number compare to RRT* or its predecessor. For this reason, the proposed method is 
introduced and its performance can be presented as follows.  

 
Fig. 10: Performance of RRT*-Smart-A* Algorithm (2nd Case). 

It can be seen from Fig. 10, the proposed method finds the initial path in the iterations 
of 2643 within 6000 iterations. It indicates more than 3000 iterations that are allocated for 
optimization only. This small number of iterations also implies that the proposed method 
has a better convergence speed than its predecessor. Next, although the cost is high 
compared to its predecessor, it is only because of the dynamicity of the exploration 
process. Therefore, in terms of convergence rate and optimality, the proposed method is 
validated by this result. 

5. CONCLUSION  

Due to the limitation of RRT*-Smart when it is used in environments containing some 
narrow channels, the conventional sampling is improper. For this reason, it is improved by 
replacing the conventional sampling with A* sampling. Moreover, if a wide enough time 
frame is provided for its optimization, it is integrated with the A* algorithm. Henceforth, it 
is called An Integrated RRT*Smart-A* Algorithm. It is used to solve the global path 
planning problem. By comparing with its predecessors, RRT* and RRT*-Smart, the 
proposed method has shown better efficiency in terms of convergence rate and optimal 
cost. 
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ABSTRACT:  Currently, fully automated rehabilitation robots can assist therapists in 
providing rehabilitation therapy, hence the patients could get hurt. On the other hand, manual 
treatment may cause less patient injury but it is tiresome, and there are not enough therapists 
in most countries. Power assist rehabilitation robots can support the therapists in conducting 
the treatment and may help to alleviate this problem. The goal of this study is to develop a 
control strategy for the robot to assist the therapist’s movement in a power assist upper limb 
rehabilitation treatment. The system combines the advantages of robotic and manual 
rehabilitation therapy. Torque and position sensors fitted on the power assist upper limb 
rehabilitation robot arm are used for motion intention estimation. The amount of angular 
velocity necessary to be delivered to the feedback controller will be determined by predicting 
the therapist‘s motion intention using the impedance control method. The resulting velocity 
from the motion intention estimator is incorporated into the Sliding Mode Control - Function 
Approximation Technique (SMC-FAT) based adaptive controller. The SMC-FAT based 
adaptive controller in the feedback loop, overcomes the uncertain parameters in the 
combination of the robot and the human arm. The motion intention estimator forecasts the 
movement of therapists. The proposed controller is used to regulate elbow flexion and 
extension motion on a power assist upper limb rehabilitation robot with one degree of freedom 
(DOF). The proposed control system has been tested using MATLAB simulation and 
hardware experimental tests. The outcomes demonstrate the effectiveness of the proposed 
controller in directing the rehabilitation robot to follow the desired trajectory based on the 
therapist's motion intention, with maximum errors of 0.002rad/sec, 0.005rad/sec and 
0.02rad/sec for sinusoidal, constant torque values, and hardware experiment respectively. 

ABSTRAK: Pada masa ini, robot rehabilitasi automatik sepenuhnya dapat membantu ahli 
terapi dalam menyediakan terapi pemulihan, tetapi pesakit berkemungkinan tercedera. 
Sebaliknya, rawatan manual berkemungkinan mengurangkan kecederaan pesakit tetapi ia 
memenatkan, dan terdapat kurang ahli terapi yang mencukupi di kebanyakan negara. Robot 
pembantu rehabilitasi dapat membantu ahli terapi dalam menjalankan pemulihan dan 
mengurangkan masalah ini. Sistem ini menggabungkan kelebihan terapi pemulihan robotik 
dan manual. Alat pengesan tork dan kedudukan diletakkan pada anggota atas lengan robot 
rahabilitasi yang digunakan bagi mengesan anggaran jarak pergerakan ahli terapi. Anggaran 
halaju sudut diperlukan bagi kawalan gerak balas dan dapat diketahui melalui anggaran niat 
gerakan ahli terapi menggunakan kaedah kawalan impedans. Halaju yang terhasil daripada 
anggaran niat gerakan diadaptasi ke dalam pengawal adaptif berasaskan Kawalan Mod 
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Gelongsor - Teknik Anggaran Fungsi (SMC-FAT). Pengawal penyesuaian berasaskan SMC-
FAT dalam gelung maklum balas, mengatasi parameter yang tidak pasti dalam gabungan 
robot dan lengan manusia. Penganggar niat gerakan meramalkan gerakan ahli terapi. 
Pengawal yang dicadangkan digunakan bagi mengawal lenturan siku dan gerakan lanjutan 
pada robot rehabilitasi dengan satu darjah kebebasan (DOF). Sistem kawalan yang 
dicadangkan telah diuji menggunakan simulasi MATLAB dan ujian eksperimen perkakasan. 
Dapatan kajian menunjukkan keberkesanan pengawal yang dicadangkan dalam mengarahkan 
robot rehabilitasi mengikut trajektori yang dikehendaki berdasarkan niat gerakan ahli terapi, 
dengan ralat maksimum masing-masing 0.002rad/s dan 0.005rad/s bagi sinusoidal, nilai tork 
malar, dan eksperimen perkakasan masing-masing. 

KEYWORDS:  Upper Limb rehabilitation; Motion intention estimator; uncertainties; 
therapist assistance; rehabilitation robot 

1. INTRODUCTION  
Stroke victims frequently lose their ability to do daily tasks with their hands. Stroke is 

regarded as one of the most serious diseases and a vital issue in the nation because of the large 
number of its victims. Patients can restore arm functions and resume doing routine and essential 
daily tasks after intensive practice that is repeated and massed over the rehabilitation process. 
The two categories of power assist upper limb rehabilitation robots are end-effector and 
exoskeleton robots. These robots can conduct a variety of actions and undertake rehabilitation 
training activities to help patients complete certain therapies [1]. Additionally, it offers a 
consistent and demanding physical treatment, relieving physical therapists of a substantial 
amount of labor. End-effector systems may move limbs in space without requiring the patient's 
and robot's joints to be aligned by using footplates or grips. 

Manual rehabilitation therapy and robotic rehabilitation therapy are two rehabilitation 
approaches. A global issue with manual rehabilitation treatment is its inconsistency and its low 
therapist-to-patient ratio. The entirely autonomous nature of earlier rehabilitative equipment 
increases the potential for patient injury. This issue can be solved by a rehabilitation robot that 
combines manual and automated functions. The study focuses on a new control approach for a 
power assist rehabilitation robot that aids the therapist in moving the patient's arm during 
rehabilitation exercises, allowing the system to combine the advantages of completely robotic 
and manual rehabilitation treatment. In this manner, the system may provide patients with a 
rehabilitation program that is both safe and comfortable [2].  

This paper presents a new control approach for the therapist, allowing them to actively 
intervene in the treatment, taking into account the robot and patient's parameter uncertainties. 
The controller consists of a motion intention estimator for the therapist based on the impedance 
controller.  The resulting output velocity is fed into the FAT-SMC based adaptive controller to 
cater to the uncertainties. The novelty of this paper is a new control strategy that focuses on 
assisting the therapist’s movement with a motion intention estimator combined with SMC-FAT 
based adaptive controller in the feedback loop for a power assist upper limb rehabilitation 
robot. 

The rest of the paper is organized as follows. Section 2 presents the summary of previous 
works on upper limb rehabilitation robot and motion intention estimation. Section 3 describes 
the methods and equations used in deriving the proposed control strategy. The simulation 
results and hardware experimental analysis are discussed in Section 4. Section 5 presents the 
conclusion of the paper. 
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2. PREVIOUS WORKS ON UPPER LIMB REHABILITATION ROBOT 
AND MOTION INTENTION ESTIMATION 

Due to the lack of a direct therapist intervention during training, the use of totally robotic 
rehabilitation treatment may increase the risk of patients' injuries and may be uncomfortable 
for the patients [3]. Additionally, mistakes in the treatment robot's actuation are possible. Thus, 
this paper presents a new control strategy for the upper limb rehabilitation robot that is not fully 
robotic and assists the therapist based on their motion intention to realize a smooth movement 
in the rehabilitation. This section represents the previous work in power assist upper limb 
rehabilitation robot and motion intention estimation methods. 

 2.1. Power Assist Upper Limb Rehabilitation Robot 
Power assist devices are created and intended to help physically challenged persons with 

everyday chores and self-rehabilitation. Tang et al. [4] developed an upper-limb power-assist 
exoskeleton actuated by pneumatic muscles. The exoskeleton may now be controlled in real 
time depending on the user's intended movements thanks to the development of proportional 
myoelectric control. The feature extraction technique and classification were utilized to create 
an electromyogram (EMG)-angle model for pattern recognition.  

An approach for perception-assist that modifies the user's mobility as necessary to help their 
movement and interaction with their environment was proposed [5]. A study on a power-assist 
robot arm using pneumatic artificial rubber muscles (PARMs) with a balloon sensor was 
published to help with upper-limb and back motions. The elbow and wrist joints may be moved 
by a single PARM, and the movement of the various arm portions is similar to that of the bi-
articular muscle. According to the independent joint control paradigm, an ideal linear quadratic 
Gaussian torque controller (LQG) with integral action for an upper limb rehabilitation robot 
was introduced. The controller's goals are to simplify the control design process, guarantee the 
best robust torque control, and prevent modeling uncertainties. 

2.2. Motion Intention Estimation Methods 
The intended velocity, which serves as a proxy for human intention is determined in real-

time using the robot's location, speed, and interaction force as well as contact point movement 
characteristics [6]. Impedance control, which enables the robot to follow a specified path, may 
be used for interaction control. The techniques for changing the assistance lever of the 
impedance parameters are often employed in various applications of human-robot shared 
control systems.  

The Radial-based Function Neural Network (RBFNN) model for evaluating the cooperation 
intention in touch human-robot collaboration has been developed. Lee et al. [7] suggested a 
new classifier based on force information measured by the robot's Force/Torque sensor and 
surface EMG signals from muscle activation to extract human intention during interaction with 
external force. The degree of external force produced by the encounter may be determined 
using the suggested classifier. In order to validate the suggested methodology, a simple control 
method is developed based on the proposed classifier to support the intention-based motion. 

A device that produce the intended trajectory based on the designer's assessment of the user's 
motion intention was introduced. Motion intention was proposed as a workable solution since 
it takes a lot of energy for a person to move the exoskeleton arm, especially if the difference 
between the robot's true position and the human's motion intention is large. The subject's 
desired intention of motion (DIM) must be determined via an indirect force control loop. The 
identification of DIM can be accomplished using the Damped Least Square technique (DLS). 
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A wearable double-shell robotic exoskeleton for upper-limb power assist was proposed by 
Huang et al. [8], based on an online assessment of the wearer's motion intention. 

A unique method for identifying human body motion intention for active power-assist lower 
limb exoskeleton robots (APAL) was investigated [9]. Both the inverse dynamics approach 
(IDA), which uses a dynamic model of the human body, and the sensing system integrated 
within an exoskeleton robot (APAL), which was developed to gather motion data and foot 
contact force, were used to do online estimations of the human joint torque. An approach to 
evaluate interaction motion intention for perception-assist with an upper-limb wearable power-
assist robot was given in a work by [10]. The power-assist wearable robot user was given 
instructions to use visual information from the camera that was worn to assess the other person's 
motion intention in this approach.  

The problem of tracking the user's motion intentions when they were using an upper-limb 
power-assist wearable robot in planned social interactions with other people was addressed by 
[11]. If the interaction is inappropriate, the power-assist wearable robot's user motion can be 
automatically changed to guarantee excellent interaction performance or to prevent unforeseen 
mistakes when using the device. 

Surface electromyography (SEMG), a bioelectrical signal created when a neuron conveys 
human motion intention information directly to a related muscle, is an example of artificial 
intelligence-based estimate. Therefore, without any information loss or delay, the motion’s 
purpose may be fully inferred.  Due to its wealth of data, superior collecting technology, and 
noninvasiveness, human motion intention recognition based on SEMG will become widely 
used. Machine learning (ML) based motion and SEMG-driven musculoskeletal (MS) model-
based motion are the two methods of SEMG-based motion intention recognition. The most 
important aspect of the entire procedure is determining human motion intentions [12].  

A neuro-fuzzy technique for accurately anticipating the motion intention of the power-assist 
rehabilitation robot user was proposed, taking the effect of the difference in posture into 
consideration. It seems that many sensor modalities are needed for sophisticated device control 
given the challenges of providing reliable control with simply EMG. An EMG-based 
admittance controller (EAC) was created to address the problem. Determining the human 
purpose for a multifunctional device's successful use and effective operation presents a number 
of challenges, though. The primary rationale is the time-varying and noisy character of the 
EMG signals [13].  In addition, there is a complicated non-linear connection between the output 
forces of the various muscles. 

Extreme Learning Machine (ELM), a revolutionary approach, was suggested as a solution 
to these problems [14]. Using radial basis function networks, single and multi-hidden layer 
neural networks, feed-forward neural networks may be generalized effectively. However, 
because these approaches are sluggish when simulating a broad class of natural occurrences, 
they are unsuitable for applications like discerning human purpose. The need to fine-tune each 
network parameter is the fundamental reason for this delayed learning. Based on information 
from force sensors, joint current location, and current moving speed, ELM can quickly assess 
desired goals, learn human motion patterns, and forecast future movement. In assistive robotics 
and rehabilitation, this desired motion may be used to increase performance and robot 
compliance. An exoskeleton-style rehabilitation or assistance robot may be managed more 
successfully and comfortably by the user by utilizing the recommended interface, intention 
estimate, and intention-based control algorithms [15]. The rehabilitation power-assisted robot 
must be able to increase its output proportionally to the amount of mobility required. 
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Utilizing EMG data, a lower limb neuromusculoskeletal model was used to determine the 
torque at each human joint before applying an admittance control strategy to attain the desired 
position. A synchronized and robust Human-Robot Interaction (HRI) was produced using an 
EMG-based admittance controller (EAC). Wang et al. [16] employed neural networks to 
discover model parameters online before adding the desired trajectory into the impedance 
control of an upper-limb humanoid robot. To illustrate the expected course of human mobility, 
they created a model of an upper human limb. When the human motion intention is unsure and 
the robot dynamics are unknown, an interactive robot utilizes adaptive impedance control. It 
was found that the joint torque of the human body fits the essential requirements of motion 
intention estimate for the active power-assist after looking at the conduction path and numerous 
stage manifestations of motion intention in the human body. Joint torque is also said to create 
real-time, continuous output, precede human limb movements, and indicate the intensity and 
direction of the wearer's efforts. This calls for the need for an accurate model, an evaluation of 
human intent, and a method for measuring human joint torque. 

Conventional control systems based on force/torque sensors have difficulty interpreting 
human intentions and are typically susceptible to misreading or distorting such intentions 
because of external contact force interruptions, such as those experienced in daily activities. 
Therefore, a power-assist robot controller cannot accurately evaluate the real human force. 
Force/torque sensors are used to measure the overall amount of applied force, which includes 
both human intention and unidentified environmental factors. The power assist robot may also 
employ motion sensors on the user to facilitate the anticipated actions. For a power support 
exoskeleton robot arm, a motion intention-based bionic control system was suggested [17]. To 
pre-process the recorded motion signal, filtering is utilized. 

An improved robot skill learning system that took motion production and trajectory tracking 
into account, was suggested by [18]. During robot learning demonstrations, dynamic 
movement primitives (DMPs) were used to imitate robotic mobility. Each DMP is composed 
of a number of dynamic systems that act in concert to increase the stability of the motion toward 
the aim. A hybrid force/position control approach for robotic arms based on the stiffness 
estimation of an unknowable environment was developed to provide precise control and a 
stable system. Predicting human intent necessitates human-robot interaction.  

The primary aspect affecting the creation of upper limb rehabilitation robots is human 
motion intention. Since assistive or rehabilitative robots must move in line with the wearer's 
request, estimating the wearer's motion intention is a key challenge. For Power support systems 
for wearables, it is extremely important to design an effective identification method for 
identifying the wearer's motion intention. Thus, in this research, the impedance control 
interaction strategy is used for motion intention estimation of the therapist and SMC-FAT- 
adaptive controller is used to cater for the parameter uncertainties for a power assist upper limb 
rehabilitation robot with patient’s arm. 

3.  PROPOSED CONTROL STRATEGY 
The block diagram for the proposed control strategy is shown in Fig. 1. The motion intention 

controller calculates the therapists’ motion prediction, and it is integrated into the SMC-FAT 
controller. This controller acts as the feedback controller to cater to the patient‘s arm parameter 
uncertainties [19]. It takes the information of the desired trajectory,  , actual angular 
velocity, , and therapist’s torque,  to calculate the desired velocity,  , for the therapist’s 
motion intention estimation. The value is then passed to the SMC-FAT controller. The outcome 
is integrated into the lumped rehabilitation robot and human arm plant.  
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Fig. 1. Block diagram of control strategy 

Fig. 2 shows the block diagram of the experimental setup. The angular position of the 
robot’s joints with the patient’s arm and therapist’s torque exerted will be measured using 
encoders and torque sensors respectively, and supplied to the microcontroller. The amount of 
desired angular velocity based on the motion prediction of the therapist will be calculated. The 
necessary amount of voltage required for assisting the therapist will be provided to the upper 
limb rehabilitation robot from the SMC-FAT based adaptive controller. 

 
Fig. 2.  Block diagram of the experimental architecture 

In this research, torque and position sensor measurements are used to calculate the 
therapist’s motion intention prediction. The therapist’s torque exerted and the robot joint’s 
angular position are the quantities that will be measured. The therapist’s torque is calculated 
using constant torque and sinusoidal value. The robot torque and position trajectory of the robot 
can only be derived from the output of the lumped upper limb rehabilitation robot and human 
arm, after the implementation of motion intention estimator and SMC-FAT- adaptive 
controller. The DAQ helps to communicate between the computer (PC) and the robot. In this 
research, a serial communication DAQ (NI USB-6211) is used, and it is connected to the Upper 
limb rehabilitation robot. The role of the PC is to program the controller and also serve as 
interface to help tune  and display the control parameters. The LabVIEW and the NI-DAQmx 
driver are installed into the PC to test the proposed controller on the power assist upper limb 
rehabilitation robot. Simulation and hardware experimental tests are used to evaluate the 
performance of the project with the aid of MATLAB and LabVIEW softwares. 
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3.1. Dynamic Model of the Integrated Power Assist Upper Limb Rehabilitation Robot 
with Human Arm  

The dynamic model of the upper limb rehabilitation robot with human arm can be written 
below. The mathematical model of the system is adopted from [20]. 

                                     (1) 

where, , , ,  are the system, input, load distribution, and rate of load distribution 
matrices with acceptable dimensions respectively.  is the vector consisting of the angular 
position, velocity, and acceleration of the electrical motor.  is an input vector,  is the 
mechanical link torque and  is its time derivative.  

where, 

(2)

(3)

(4)

(5)  

 
The non-zero elements of the , ,  and  matrices are as follows [20]: 
            

(6) 

where, 

 is the moment of inertia, R is the armature resistance, L is the armature inductance,   
is the viscous friction constant,  is the Back Emf constant, and N is the inverse of gear ratio 
[20].   

 
The dynamic equation of the mechanical links of the 1 DOF rehabilitation robot with human 

arm can be written as follows. 
     (7)    
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where,                                                                                            

                                                                                    (8)                          

                                                                                    (9)                          

                                                                                    (10)                          

        

,                                        (11)                          

                                                                          (12)                          

where,  
 is the joint angular position 
 is the joint angular velocity 
  is  the joint angular acceleration  

 is the positive definite inertia matrix. 
 is the Coriolis and Centrifugal torques.  
 is the gravitational torque. 

is the uncertain human arm mass carried by the rehabilitation robot. 
 is the control input torque from the actuators.  

Fc and Vc are the coulomb friction coefficients and viscous friction coefficients respectively.                      
The terms  and  in Eq. (7) can be modified as  and  
respectively. Hence, the lumped 1DOF rehabilitation robot with human arm dynamic model 
can be rewritten as: 

                                                                              (13) 

where,  

                                                                           (14)                

                                      (15)                          

 
The derivative of the torque with respect to time for 1 DOF rehabilitation robot with human 
arm  from Eq. (13) can be written as  

   (16)   

 By substituting Eq. (13) and Eq. (16) into the augmented actuator dynamic Eq. (1), the 
integrated dynamic model of a 1-DOF rehabilitation robot with human arm can be obtained in 
the following form. Only one joint of rehabilitation robot is considered in this study, which is 
the elbow for flexion and extension. The robot and human arm are considered as lumped body. 
The dynamic model is taken from [20] and can be written as: 

                               (17)       

where,  
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  (18)                          

                                (19)     
Then, the integrated model of the 1-DOF robot manipulator can be obtained and has the 

following form: 

                                 (20)                          
where,                                                      

                                               (21)                          

                                                                              (22)                          
A detailed explanation of the dynamic model of the rehabilitation robot exoskeleton with 

human arm can be found in  [20] , which will serve as a guide for the derivation of the integrated 
model of the 1 DOF robot arm.            

3.2. Motion Intention Controller 
For the motion intention controller, the impedance control is adopted [21]. Impedance control 

is defined as the relationship between the motion state of the endpoint and applied force. The 
relationship between the therapist’s torque, , contact force,  and transpose form of the 
Jacobian vector of the exoskeleton is given as [22]. 

                                                                                                    (23) 

The target impedance adopted from [22] is given as a second-order differential equation and can 
be written as 

                                    (24) 

For this research, only one degree of freedom is used. To overcome some practical 
challenges in impedance control, is the extra gravity compensated force is considered [23].  
Eq. (24) is modified as.  

                          (25) 

 is omitted for simplicity. Therefore, Eq. (25) can be written as. 

                                            (26) 

where, 
 is the moment of inertia 
 is the actual acceleration 

is the desired acceleration 
 is the actual velocity  

is the desired velocity 
 is the actual position 
 is the desired position  

 is the damping coefficient 
 is the stiffness 
is the extra gravity compensated force. 
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A relationship between the target speed and the interaction torque of each joint is necessary 
to obtain the motion intention estimation [24]. Thus, the angular velocity needs to be converted 
to the velocity of the endpoint of the robotic arm by using the Jacobian matrix [24].  Hence, Eq. 
(26) is multiplied by the Jacobian matrix,  

                                   (27) 

Substituting Eq. (23). into Eq. (27) yields. 

                                         (28) 

Expand and simplify Eq. (28) will result in. 

                                      (29) 

                                          (30) 

Substituting  [23] into Eq. (30) to obtain the velocity of the endpoint, gives.    

                                  (31) 

Eq. (31) is simplified to derive the equation for the motion intention estimator 

                                                                        (32) 

where, 
 is the interaction torque from the therapist 

J is the Jacobian matrix 

                                                                                                     (33)                               

According to the equation, each joint's intended velocity will change throughout active 
training sessions as the interaction torques from the associated joint change. Contact torques, 
departure from the endpoint's reference trajectory, and the damping impedance coefficient , 
all have an impact on the rate of current changes. The desired velocity of each joint modifies 
when the endpoint position deviates from the prescript trajectory, bringing the subject back to 
the reference trajectory, indicating . The adjustment range is determined by the stiffness 
and damping impedance coefficients and  [24]. The interaction controller outputs the 
required joint velocity  which the SMC-FAT adaptive controller will use. Fig.3 shows the 
block diagram for the motion intention controller. 

3.3.SMC-FAT-based Adaptive Controller 
The motion intention estimator is integrated into the SMC-FAT based adaptive controller to 

get the desired motion and cater to the uncertainties in the lumped robot and human arm plant. 
The SMC-FAT controller equation used in the proposed control law for the feedback loop is 
written as [25]. 

                                                                                      (34)                          

                                                                                (35) 

                                                                              (36) 
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Fig. 3. Block diagram of motion intention estimator 

 
The measured (actual trajectory) and desired (desired trajectory) state variables can be 

represented by vectors  and   respectively. 
where,   ,  ,  and   terms of the proposed controller are described below. The   is 
the control signal supplied to the plant. The equivalent control term  is considered for the 
approximately known nominal system [25]. 

                                                                           (37) 

where,  and  represent the nominal matrices of  and respectively. 
 is the actual trajectory 

 is the reference acceleration and it is denoted by the term  
The second term of the control strategy  is a sort of PI (Proportional Integral) controller 

that is required to increase closed-loop stability and transient performance. 

                              
(38) 

where,    is a positive definite constant and  is the sliding surface of the controller 
 and  are  diagonal positive definite matrix 

is the tracking error vector  
The term  is the term used to describe the process of removing approximation errors.  

                                                                 (39) 

where, is a constant, is the estimation of , and the upper bound of the uncertainties. 
 
Substituting Eq. (37), Eq. (38), and Eq. (39), into Eq. (36), as shown below. 

                           (40) 

A detailed explanation of the derivation and stability proof of the controller can be found in 
[25]. 

3.4.Simulation Results 
 The simulation was carried out using different values of the constant and sinusoidal 

waveform for the torque exerted by the therapist. This research focuses on a 1 DOF upper limb 
rehabilitation arm, therefore only one motor is used in the verification experiment. The motion 
intention estimator based on impedance control as in Section 3.2, is adopted for the motion 
intention controller. The impedance parameters of the motion intention controller are set as 

N/m and /m. The extra gravity compensated force is set at  
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N initially. The SMC-FAT controller parameters are set as , , and 
. 

Fig. 4 and 5 shows the tracking performance of the motion intention controller using a 
constant torque and sinusoidal waveform respectively. The range of the constant torque was 
calculated using the formula in Eq. (41) and the sinusoidal formula to represent the torque from 
the therapist is shown in Eq. (42). 

                                                                                        (41) 

                                                                              (42) 
In Fig.4 the red line shows the actual angular velocity and the dash blue line represents the 

desired angular velocity. It can be seen that the actual angular velocity follows the desired 
angular velocity that is calculated using the therapist’s motion intention estimation based on 
his/her input torque . This result shows that the proposed control strategy has successfully 
calculated the therapist’s motion intention and the robot follows the prescribed velocity 
trajectory under the SMC-FAT based adaptive controller. 

 
Fig.4. Tracking performance of the proposed control strategy at constant  

Fig. 5 shows the tracking performance of the motion intention estimator using the sinusoidal 
equation,  to represent variation in the torque exerted by the therapist. 
It can be seen in Fig. 5 below that the actual angular velocity follows the desired angular 
velocity resulting from the motion intention estimator, under the proposed control law strategy. 

 
Fig.5. Tracking performance of the proposed control strategy at sinusoidal torque 

From the simulation results, it can be observed that the proposed controller is effective. The 
motion intention estimator produces the desired velocity based on the therapist’s torque. This 
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value was fed into the SMC-FAT controller and the robot follows the desired trajectory 
precisely. The average percentage error at sample time of 5 seconds is 0.002rad/sec and 
0.005rad/sec for constant and sinusoidal therapist‘s torque respectively. 

 
4. SIMULATION RESULTS AND EXPERIMENTAL ANALYSIS 

 The simulation of the motion controller has been conducted using MATLAB Simulink for 
different inputs of torque and the experimental analysis is done with the aid of LabVIEW from 
National Instruments (NI). 

 
4.1.Experimental Results 

The experimental setup consists of 1 DOF robot arm and computer installed with LabVIEW 
to control the robot arm with the proposed motion intention estimator. LabVIEW is used to test 
and analyze the proposed motion intention controller on the robot arm. The National 
Instruments Data Acquisition (NI DAQmx) driver has been installed along with LabVIEW into 
the computer to aid the communication between the robot and the computer. The computer that 
is installed with LabVIEW is connected to the robot using the NI USB-6211 DAQ. The 
schematic diagram of the control strategy and motion intention estimator has been built in 
LabVIEW and run to check for errors. After the schematic has been verified, the robot is 
powered on, and the LabVIEW programming is launched. The robot motor torque, robot 
position, actual angular velocity, and desired angular velocity are displayed on the interface of 
the LabVIEW on the computer. 

 
The motion intention controller impedance parameters are set as N/m and 

/m. The gravity force is set at  N at first. The SMC-FAT controller 
parameters are set as , , and . The experimental result of the 
robot’s joint angular velocity is shown in Fig. 6.  

 
Fig. 6 shows the desired angular velocity trajectory based on the therapist’s motion intention 

estimation,  and the actual angular velocity , under the control of the SMC-FAT controller.  
 

 
Fig.6. Experimental result of actual angular velocity and desired angular velocity against 

time using human torque 
 

Fig.7 shows the corresponding therapist’s torque during the experiment. The result shows 
that the controller produces the estimated motion intention based on the torque exerted by the 
therapist and drives the robot to track the resulting desired trajectory.  
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Fig.7. Therapist’s torque input in hardware experimental test  

 
From the simulation results and hardware experiment, it can be observed that the proposed 

controller is effective in generating the desired angular velocity,  based on the motion 
intention of the therapist and controlling the upper limb rehabilitation robot to follow the 
desired trajectory. The results verify that the proposed control strategy is successful. The 
therapist‘s motion intention can be predicted for the upper limb rehabilitation robot based on 
the torque exerted by the therapist under the proposed technique. The SMC-FAT - based 
adaptive controller integrated into the motion intention estimator can overcome the 
uncertainties in the robot and human arm parameters. The maximum error is 0.02rad for the 
hardware experiments. 

 
5. CONCLUSION  

A new control method has been formulated for therapists‘ motion intention estimation in a 
power assist upper limb rehabilitation robot based on impedance controller. The controller uses 
the therapist’s interaction torque to estimate his/her motion intention and produces the desired 
angular velocity for the feedback controller. The SMC-FAT adaptive controller implemented 
in the feedback loop overcomes the uncertainties, in the lumped rehabilitation robot and human 
arm plant. Integrating the formulated motion intention estimator and SMC-FAT Adaptive 
control yields high tracking accuracy with the therapist’s motion intention.  The simulation 
results and hardware experiment validated that the proposed control strategy is successful in 
producing the motion intention estimation and accurate trajectory tracking with a maximum 
error of 0.005 rad/sec and 0.02 rad/sec respectively. In future work, the integrated motion 
intention controller and SMC-FAT controller can be used for a higher DOF of the upper limb 
rehabilitation robot arm system. Other types of uncertainties can also be considered in future 
studies. 
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This paper presents the use of a sampling-based planner as a reactive 
planning scheme to avoid obstacles between a robotic arm and a moving obstacle. Based 
on a planner benchmark on an obstacle-ridden environment, a rapidly-exploring random 
tree (RRT) planner has been used to populate the trajectories of the task space and map 
them into a configuration space using a Newton-Raphson-based inverse kinematic 
solver. Two robot poses are defined in a cycle of back-and-forth motion; the initial and 
the goal poses. The robot repeatedly moves from the starting pose to the end pose via the 
midpoint pose. Each set of trajectories is unique. We define this unique solution within 
the context of the configuration space as a cycle space. We impose a periodically 
occurring synthetic obstacle that moves in and out of the robot arm workspace defined in 
a simulated environment. Within the robot's workspace, the obstacle moves and cuts 
through the cycle space to emulate a dynamic environment. We also ran a benchmark on 
the available sampling planner in the OMPL library for static obstacle avoidance. Our 
benchmark shows that the RRT has the lowest time planning time at 0.031 s compared
with other sampling-based planners available in the OMPL library, RRT implicitly 
avoids singularities within the cycle space, and reactively attempts to avoid synthetic 
moving objects near the robot hardware. This research intends to further investigate on 
the use of RGB-D sensor and LiDAR to track moving obstacles while abiding by the 
task space commands described by the initial and goal poses.

: Kertas kerja ini membentangkan penggunaan perancang berasaskan 
persampelan sebagai skim perancangan reaktif untuk mengelakkan halangan antara 
lengan robot dan halangan yang bergerak. Berdasarkan penanda aras perancang pada 
persekitaran yang dipenuhi halangan, perancang pokok rawak (RRT) penerokaan pantas 
telah digunakan untuk mengisi trajektori ruang tugas dan memetakannya ke dalam ruang 
konfigurasi menggunakan penyelesai kinematik songsang berasaskan Newton-Raphson. 
Dua pose robot ditakrifkan dalam kitaran gerakan bolak-balik; pose awal dan matlamat. 
Robot berulang kali bergerak dari pose permulaan ke pose akhir melalui pose titik 
tengah. Setiap set trajektori adalah unik. Kami mentakrifkan penyelesaian unik ini dalam 
konteks ruang konfigurasi sebagai ruang kitaran. Kami mengenakan halangan sintetik 
yang berlaku secara berkala yang bergerak masuk dan keluar dari ruang kerja lengan 
robot yang ditakrifkan dalam persekitaran simulasi. Dalam ruang kerja robot, halangan 
bergerak dan memotong ruang kitaran untuk meniru persekitaran yang dinamik. Kami 
juga menjalankan penanda aras pada perancang pensampelan yang tersedia dalam 
perpustakaan OMPL untuk mengelakkan halangan statik. Penanda aras kami 
menunjukkan bahawa RRT mempunyai masa perancangan masa terendah pada 0.031 s 
berbanding dengan perancang berasaskan pensampelan lain yang terdapat dalam 
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motion planning without needing to apply a purely reactive motion planning approach so 
that computational resources can be delegated to other tasks, i.e., motion-tracking, state 
estimation, mapping, localization, and motion control. In the following sections of this 
report, we will assume sampling planners to provide solutions in higher dimensional 
configuration space, which implicates a solution with a set of poses represented by the 
special Euclidean group           , . 

The research done in [5] is the seminal work on the use of a probability model for 
sampling the configuration space for holonomic robot motion such as a manipulator robot. 
The planner is called the probabilistic roadmap (PRM). The algorithm constructs a graph 
structure to find a path between an initial pose to a goal pose in a two-dimensional 
configuration space, . A more general solution for higher dimensional configuration 
space, , were also proved using the PRM in their work. With graph structure, more 
than one path connects the initial pose to the goal pose. Therefore, PRM is a multi-query 
type planner. 

The work in [6] improved PRM by redefining the distance metric of a robot 
manipulator so that the robot can move around a moving obstacle in real-time. Their 
approach performs well in an uncluttered environment. They also redefined the distance 
function of the PRM to address dynamic objects, such as a walking person, into a two-
dimensional map. Although the configuration space of the manipulator is in , the map, 
constructed from a two-dimensional LiDAR scan, is in, .

In retrospect, the RRT was formulated for non-holonomic motion targeting problems 
addressed in differential-constrained motion such as a car on a plane [7]. However, given 
the model of its metric space and consequently the configuration space, RRT is tractable 
for the higher dimensional problem such as manipulator motion in 3D space. RRT 
assumes a static environment but investigation in [8], successfully changed the way RRT 
samples a robot metric space so that it is fast enough to react to a changing environment. 
Also, unlike PRM, RRT works well in a cluttered environment because of the randomized 
sampling on the robot configuration space in the context of the metric space. 

Apart from the works in [6] and [8], few have applied their planning algorithms on a 
robot manipulator despite having RRT and PRM algorithms provide a mathematical 
framework for planning for multi-body and multi-frame systems. In this paper, we will use 
the method demonstrated by [6] and [8] to design a moving obstacle avoidance algorithm 
with the implementation of the vanilla RRT to solve motion for a robot manipulator in 
three-dimensional space, . Our method implements the vanilla RRT where we do not 
represent the obstacle configuration space unlike in [8].

This paper will use the superscript notation to refer to the control space and the subscript 
as the equivalent representation in the configuration space. For example, , refers to the 
control space of the end-effector where the controlling pipelines would take in

, and the equivalent pose is in the configuration space, . 
Since the revolute joint topology is the 1-hypersphere, , we will assume that, for the 
case of 6R robot, its joints are limited to a certain range which makes, .
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We prototype and build a 3D-printed robot called Richard Mini ( , see Fig. 1(a) 
and 1(b)) based on the condition addressed by Pieper [9], which entails three collated 
joints sharing the same cross point of their, , shown in Fig. 2. 

(a) hardware assemblage (b) r_mini Computer Aided Design (CAD) construction

Fig. 1: A 3D-printed compliant manipulator, ,  designed to replicate a common
industrial robot construction.

Fig. 2: wrist conforms to Pieper condition where axes of rotation for joint4, joint5, and joint6 
share points of intercept. The dashed circles in the diagram refer to point of intercepts. Both points are 

valid frames for constructing the DH-table.

has six revolute axes, . The first three axes move the task space from 
one point to another representing the translation vector, . The last three axes of the 
manipulator rotate the task space representing the rotation operation about the task space 
frame, . Hence the complete transformation of the task space via the joint 
movement is represented by the homogenous transformation matrix, , where 

 is homomorphic to ; . The matrix representation of 
the homogenous transformation is shown in Eq. (1).

(1)

The kinematic model of the r_mini follows the Denavit-Hartenberg (DH) formulation 
[10]. The DH-parameters are shown in Table 1 and the visualization of these parameters in 
the form of frames transformation is shown in Fig. (3).
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Table 1: DH-parameter table for 

 build completion

Fig. 3: The location and orientation of . The choice of orientation for each frame is based on 
Denavit-Hartenberg convention. The joints’ values are represented by the angle between the 

around the (the rotation axis of each joint) of the actuator.

Following the DH-convention, each link rotates about the of each frame it is 
attached to, where , corresponds to respectively. In Table 
1, each row represents elements of homogeneous transformation, used in Eq. (2):

(2)

where, , are the rotation operations about the and the 
respectively, and are the translation vector on the and the 
respectively, while, , are scalars. The homogeneous transformation between the 
origin of the base of the robot into the end-effector of the robot, which coincides with 

is shown in Eq. (3),

(3)
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where , is the point location of the end effector in 3D space, and is the 
origin of the base of the robot. Since the rotation involve in Eq. (3) includes the rotation 
about the origin of the local frames, the orientation of the end-effector can be represented 
by,

(4)

Here the operation is closed. Often, to reduce computation expenses and trailing errors due 
to matrix-matrix multiplication, the rotation operation of are done over the 
quaternion (Eq. (5)),

(5)

where the Eq. (2) and Eq. (3) represent the forward kinematic solution for the end-effector 
of .

The self-collision, robot collision checking is delegated to a collision and proximity 
query library, the Flexible Collision library (FCL). Later in the algorithm formulation of 
the RRT and the cycle space, the subroutine from the FCL will be invoked to check 
collisions between the manipulator and the moving obstacles. The robot manipulator and 
the obstacles are encoded inside the collision scene which resides in the planning scene,

, when the RRT datastructure is initialized (refer to Algorithm 2 line 1).

We use the Newton-Raphson method to find the inverse kinematic solution of ,
. The generalization of the method uses the current value of the robot's encoder, 

, and the termination value, , to end the iteration. Algorithm 1 delineates the
method:

Table 2: The Newton-Raphson algorithm for ’s inverse kinematic solver

This research uses RRT implementation provided by the OMPL library packaged in 
the MoveIt software. The algorithm for the purpose of this research is shown in Algorithm 
2:

Where represents the number of nodes in the tree generated by the RRT; represents
the collision space of the planning scene where all RRT sampling takes place and, is the 
tree that points to a non-colliding space. In this RRT implementation, the map is loaded or 
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queried in line 1 each time the is invoked. Line 3 generates a random state 
bias towards the . Line 4 invokes the k-nearest neighbor to find a selection of nodes 
that is close to the state configuration, . Line 5 is the core of the RRT sampling 
where it represents the controlling input of the robot motion. Since the robot is controlled 
in the joint-configuration space, the angular joint limit addresses the shape of the 
workspace. However, given the angular velocity, these limits are translated into the 
configuration space via the kinematic Jacobian which requires information on the . The 
limits implicitly ensure that the RRT, by executing Line 5 within the context of the robot‘s 
Jacobian, does not pass through the singularities of the robot. Hence, the configuration 
space of the manipulator also includes, , containing configuration that abides the 
joint-configuration space range and angular velocity limit.

Table 3: The RRT algorithm

The configuration space where sampling occurs is modified in this paper where, the 
rotation representation and its sampling is in , such that the parameterization of the 
Hamiltonian-space is the quaternions, . Therefore, the representation of the robot 
poses and also the non-colliding poses, , are explained in Eq. (6).

(6)

The RRT sampling involves a query into a map, that stores objects that are prone to 
collision. This is the planning scene, denoted as the collision map, where the RRT 
sampling occurs. The query is invoked when both the initial pose and a goal pose are sent 
to the RRT planner input. The output of the pipeline is a set of non-colliding space where 
from another pipeline, transform the configuration space into a control space. We will 
define the control space in the following section.

The cyclical space is the subset of the planner solution where the RRT algorithm is 
invoked twice. During the generation of the cyclical space, the RRT output a trajectory 
from the initial pose,  to the goal pose, , into a controlling pipeline. The 
trajectories are then mapped from the configuration space into the joint-configuration 
space via the Newton-Raphson inverse kinematic solver (see algorithm 1). To complete 
the set of the cyclical space, the entries in the initial pose and the goal pose are swapped, 
while invoking the query into the collision map,

(7)
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which forms a cyclical motion between the initial pose and the goal pose. Here, 

Algorithm 3 block explains how the 
space is constructed.

The control space is represented by the trajectory in the joint-configuration space
, where is the 6-hypersphere homomorphic to because each 

joint is constrained to its angle limit. In Eq. (7), the joint-configuration space is equivalent 
to the configuration space in Eq. (6). The control space is the direct controlling parameters 
for the movement of where it only handles the control space (or joint-state space). 
The sampling of the RRT to generate the tree data structure, , are done within the 

topology. The free configuration space, or the non-colliding pose, is 
represented by, . According to LaValle et al. [7], this also 
covers the physical constraint of the non-holonomic movement of the robot. However, in 
the case of an articulated robot arm in this research, the configuration limitations are the 
range of the joints and the angular velocity limits. Since, these measurements are in the 6-
space, to map them into the , we use the kinematic Jacobian.

Table 4: The cycle space generator where the movement within the constraint of the cycle space 
(also, a cyclical space) is dependent on the map, .

The methodology starts with the benchmarking of sampling-based planners available 
in the OMPL library and comparing the performance of the planners with the RRT. The 
benchmark is followed by experimentation in the simulated environment with a simulated 
robotic arm ( ) followed by the coupling of the simulated environment with 
hardware. The experimentation involves the moving obstacle that is introduced 
synthetically in the collision space. This was necessary since, at the time of this 
experimentation, the feedback from the mapping sensors was unavailable.
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In this research, the planner for the dynamic obstacle avoidance is selected based on 
the performance of a benchmarking activity.  Two poses were set for the benchmark, pose 
initial were represented in the form of Eq. (6). The following vectors explain the 
numerical value of these poses concerning the frame attached to the base of .

(8)

A box, with dimension, 0.5 m × 0.05 m × 0.575 m, was placed in front of the robot, 
its pose was described by the vector in Eq. (9),

(9)

Figure 4 shows the simulation setup and the planning motion in action. The 
simulation was run for 50 requests from the initial pose to the goal pose. Time processing 
was given a 10 s limit. The memory limit was set to 1 Mb. The time limit for a request, 
including the motion and the processing time was set to 3637 s (about 1 hour). This paper 
also uses the default configuration of each planner in MoveIt to start the benchmarking.

The cyclical space is populated by the RRT-Newton-Raphson pipeline where the 
generated trajectories are then passed to the control pipeline where the controller will 
spline the sparse trajectory waypoints. Two poses are defined in this experimentation 
which has been described in Eq. (8). A moving obstacle is placed in front-view of the 
robot. The obstacle is a cylinder with a 0.1 m radius base at 1 m height. The obstacle 
moves from 0.3 m to 1.7 m away from the robot in oscillation. The period of motion is 
harmonic, such that, the robot follows  along the . Two 
velocities ( ) values were used: 50% and 10% scale from the maximum velocity of the 
end-effector. 

The planner is invoked five seconds before the obstacle is placed into the planning 
scene. As described previously, the cylinder is directly placed into the planning scene (i.e., 
collision space) such that no motion tracking via mapping sensor feedback is necessary for 
this research. The planner is requested to provide a solution for the motion described by 
the cycle space. Twenty iterations were done with each given a five-minute runtime. The 
metric used for this experiment was the time on the first collision where, when the 
prototype touches the cylinder, the iteration is terminated. This experimentation was done, 
both, in simulation, and with the real robot hardware coupled with the simulated 
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environment. To reiterate, for both the simulation and the hardware validation, the obstacle 
was augmented in simulated environment.

(a) (b) (c)

Fig. 4: (a) Top view of the simulation shown, (b) Isometric view of the benchmark setup,  (c)  
attempts to move around the static obstacle placed in its immediate configuration workspace.

There are two parts of the results in this paper, the first dealing with the 
benchmarking result to ascertain the best sampling-based planner. The second part delve 
into the performance of the selected planner from the benchmarking on a moving obstacle. 

Figure 5 shows the compiled statistics of the time the solutions that were passed to the 
controller (in this case a virtual controller for the simulation of in the simulated 
environment). 

Fig. 5: The benchmark result when two configurations are defined and passed to the OMPL planner 
pipeline. All planners completed a 50-cycle query from an initial pose to a goal pose. RRT required the 

least amount of processing time at finding the motion planning solution, followed by the PRM. 

RRT requires on average, 0.031 planning time while PRM requires 0.035 planning 
time from the initial pose to the goal pose when subjected to an obstacle close to the robot. 
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Wei & Ren [8] explained that the improved RRT algorithms, such as the bi-RRT, and the
RRT-connect, solve a query faster. However, based on our benchmarking and in the case 
of this experimentation setup, vanilla RRT, or base-RRT, and PRM outperformed their 
improved variants when completing the path query between an initial pose and a goal 
pose. To that end, this research uses vanilla RRT as the scheme for the high-level local 
planner. This result helps us select the motion planner for dynamic obstacle avoidance.

Table 5 shows the recorded time to the collision of 20 iterations. The average time to 
the collision was 40 s. There were two iterations where no collision was recorded. This 
performance is subjected to Algorithm 3, specifically in line 4 and line 7, when RRT is 
invoked. Within this call (refer to Algorithm 2: line 1), the random tree initialization 
considers an obstacle map that is outdated, given the cylinder moving further toward the 
manipulator when the RRT is executed. Within the RRT algorithm, there is no mechanism 
for the robot to stop or move at a lower rate to avoid the cylinder. Fig. 6 shows the 
sequence when the end-effector collided with the cylinder. 

Table 5: The simulated and hardware-connected result of the performance of RRT in a dynamic 
environment. NC stands for  after five minute runtime

                                         (a)                  (b)

                                         (c)                  (d)

Fig. 6:  These sequences show the manipulator follows an outdated trajectory and collides with the 
cylinder despite an attempt to move away from the moving cylinder.

Despite the obstacle collision when the moving cylinder approaches the robot, 
specifically when the centroid of the cylinder is nearing the  of the  and , 
the planner reacts to the obstacles when lines 4 and 7 in Algorithm 3 are invoked by 
attempting to move around the cylinder. 

The planner shows reactive behavior (local planning) when the cyclical space is 
initialized via Algorithm 3. Figure 7 illustrates such behavior in the simulated 
environment, and Fig. 8 shows the same behavior in the hardware reiteration of the 
experimentation. The reactive behavior is illustrated in Fig. 9, where the change we 
observed changes in movement range and a range in movement rate. 
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(a) (b)

(c) (d)

Fig. 7: The chronology of the attempt at avoiding a moving obstacle. (a) and (b) When the obstacle 
approaches the robot, (c) The planner successfully provides a non-colliding solution when the cylinder 
is moving away from the robot. (d) Experimentation is defined in a simulated setup using Gazebo with 
the ODE physic engine to replicate the robot hardware and encoders feedback and the cyclical space 

initialization.

Fig. 8: The sequence of motion when  successfully avoids a moving obstacle when the 
obstacle is at a turning point to move away from the hardware. 

No significant changes are observed for ,  and . This is the 
implication of the Pieper-condition manipulator design where, none of the  from the 
first three joints shares the same crossing point, which suggests the actuation on these 
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joints are not a linear transformation as the case for affine translation. Due to the offset 
(affine transformation) of the joints' axis of rotation, there is a bijection mapping of these 
joints to the task-space specifically reserved for translation changes in space. Also, 
changes are observed in the orientation of the frame attached to the end-effector, however, 
there is no bijection mapping of the three joints to the task-space's orientation. 

Fig. 9:  Joint angle position against timestamp due to reactions of the planner. (a) Joint 1, (b) Joint 2, (c) 
Joint 3, and (d) Joints 1,2, and 3 on a single graph.

We conclude that the RRT outperformed other sampling-based planners when the
workspace of a manipulator is subjected to static obstacles. We observe that the RRT 
reacts to a moving object under the cycle space on a dynamic setup. We also concluded 
that with velocity-constrained configuration within the RRT, the planners generate a 
singularity-denied trajectory. To improve the time-to-collision value, we proposed an 
obstacle-tracking pipeline via mapping sensors such as an RGB-D sensor or a LiDAR. It is 
also recommended that more than one intermediate pose capable of reacting with the 
environment between the initial pose and the goal pose should be defined in the cycle 
space. 
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