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ABSTRACT: A finite element analysis of acoustic propagation in a multilayered medium 
is presented in this paper. A circular transmitter (diameter 14 mm, thickness 3 mm) and a 
rectangular receiver (20×10×0.5 mm3) are set to detect the variations in the propagation 
pattern. A complex medium (70×40×60 mm3) composed of skin, fat, muscle, bone and 
liquid is designed in a simulated environment. A scale of frequencies (10 kHz to 2 MHz) 
is applied to trace the impact on the propagation pattern as well. It is found from the 
analysis that fat and liquid layers affect the acoustic propagation the most (-69 dB), which 
results in a significant drop in the received sound pressure level at the receiving end. 
Again, other than skin and fat layers, low frequencies (less than 1 MHz) are more 
beneficial in terms of sound pressure level. However, higher frequencies contribute to 
lower displacements at the receiving end, which will cause less power potential as well.  

ABSTRAK: Analisis elemen terhingga bagi penyebaran akustik dalam medium berlapis 
dibentangkan dalam kajian ini. Pemancar bulat (diameter 14 mm, ketebalan 3 mm) dan 
penerima segi empat tepat (20 × 10 × 0.5 mm3) diatur bagi mengesan perubahan pola 
penyebaran. Medium kompleks (70 × 40 × 60 mm3) yang terdiri daripada kulit, lemak, 
otot, tulang dan cecair direka dalam persekitaran simulasi. Skala frekuensi (10 kHz hingga 
2 MHz) digunakan bagi mengesan corak penyebaran. Dapatan kajian menunjukkan 
bahawa lapisan lemak dan cecair mempengaruhi penyebaran akustik (-69 dB), yang 
mengakibatkan penurunan mendadak tahap penerimaan tekanan bunyi di hujung 
penerima. Selain lapisan kulit dan lemak, frekuensi rendah (kurang dari 1 MHz) adalah 
lebih berguna dari segi tahap tekanan suara. Walau bagaimanapun, frekuensi lebih tinggi 
menyebabkan kurang anjakan di hujung penerima, sekaligus mengurangkan potensi daya 
tenaga. 

KEYWORDS: acoustic energy transfer; acoustic wave; ZnO, multilayered medium; 
impedance mismatch  

1. INTRODUCTION  
Wireless power transfer (WPT) has drawn significant industrial attention in recent 

times. The initial intention of this scientific module was to provide mobility to handheld 
devices. Soon, it was realized that over kW range power can be transferred wirelessly by 

1



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Awal et al. 
https://doi.org/10.31436/iiumej.v22i2.1563

WPT. To do so, inductive, capacitive, microwave, and acoustic coupling can be used. 
Among these, inductive WPT is widely practiced and commercially available with high 
efficiency and power (30 kW) [1-3]. It was recently reported that 5 to 7 meter separation 
distance between receiver and transmitter was achieved by inductive WPT [4, 5]. 
Nevertheless, inductive WPT suffers from coupling misalignment and penetration losses 
[6]. Capacitive WPT is still in the developing stage. Unfortunately, the inverse property of 
capacitance to distance limits the separation (<1 mm) and efficiency of this WPT [7-10].  
Microwave WPT can provide very high efficiency and wide propagation area as well, due 
to its high energy density penetration [11-13]. Again, optical WPT is capable of transmitting 
energy over a long range (>km), however, suffers from the requirement for a line of sight 
[14-16]. 

Acoustic energy transfer (AET), unlike the aforementioned WPTs, transfers power by 
propagating energy as sound or vibration waves [17]. The propagated energy is then 
collected by a receiver which converts the vibration energy to useful electrical energy. To 
do so, piezoelectric conversion termed as piezoelectricity is practiced so far. Recent interest 
in wireless powering of implantable devices added to the need to study acoustic propagation 
in a complex multilayered medium with high scale impedance mismatch, which closely 
characterizes the human body. Hence, in this paper, we have designed a multilayer medium 
that is composed of the same type of layers available in the human body. We have 
considered a wireless pacemaker system and hence, we have limited our study to the human 
chest only.     

The scope of this paper includes a finite element analysis of the acoustic wave 
propagation in a multilayered medium. The medium is specific for very high impedance 
mismatched layers. As we are considering AET for implants, it is worthy to investigate the 
impact of the medium with different physical characteristics. Also, the effect of applying a 
wide range of frequencies (10 kHz to 2 MHz) is considered in the scope. Nevertheless, 
dynamic receivers or transmitters are not considered in this study, rather we have considered 
the fixed locations for the transmitter and receiver.       

2. MODELLING IN FINITE ELEMENT ANALYSIS
It is possible to analyze the acoustic propagation under a simulated environment using

finite elements. Hence, the system is designed and analyzed with finite elements. As such, 
a transmitter-receiver coupling is designed for the finite element analysis. The transmitter 
is a simple circular transceiver with a zinc oxide (ZnO) layer and an aluminum (Al) layer. 
It is 14 mm in diameter and 3 mm in thickness (Al layer 1 mm and ZnO 2 mm). In contrast, 
the receiver is a simple ZnO rectangular block with a 20×10×0.5 mm3 dimension. The 
reason to keep the transmitter in circular shape is to use the benefit of the directional acoustic 
beams. Also, a rectangular configuration is more beneficial as receiver [18]. The transmitter 
and receiver are depicted in Fig. 1. 

 The medium is designed to resemble human chest layers. It is a 70×40×60 mm3 block 
with skin, fat, muscle, bone and liquid (water) layers. Hence, the medium reflects a very 
high scale impedance mismatch within the layers. An additional liquid block is added to 
compensate for the medium impedance. The medium details are given in Fig. 2 and Table 
1. 
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Fig. 1: Transmitter and receiver. 

Fig. 2: Propagation medium model and mesh. 

Table 1: Human chest as medium Table 2: SPL in the medium layers 

Medium Dimension [mm3] Density[kg/m3] Medium Max SPL [dB] Min SPL [dB] 
Medium 70×40×60 Skin 129 82 

Skin 1.5×40×60 1109 Fat 129 74 
Fat 20×40×60 911 Muscle 129 70 

Muscle 15×40×60 1090 Bone 130 52 
Bone 17×40×60 1908 Liquid 1 126 57 

Liquid 1 5×40×60 997 Liquid 2 132 68 
Liquid 2 11.5×40×60 997 

Fig. 3: Sound pressure level received by the PZT receiver. 
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3.   ACOUSTIC PROFILE AND ANALYSIS 
Figures 3, 4, and 5 describe the propagation pattern and received sound pressure level 

by the rectangular receiver. From the figures, it is clear that fat and liquid layers contribute 
to decreasing the acoustic pressure field and sound pressure level.  However, the irregular 
spatial acoustic beam formation is observed as well. The sound striking the receiving 
cantilever does so with a pressure value of approximately 111 dB to as high as 114 dB. A 
more focused presentation of the received sound pressure level is placed in Fig. 5. The 
electric potential generated in the receiver terminal has the range of -9.0320e-15 to -
5.6501e-13 volt. The total displacement in the receiver is found to be 6.94e-9 mm. Again, 
the maximum stress on the receiver is 31.4 Pa.   

 
Fig. 4: Acoustic propagation within the layered medium (sample data at 40 kHz). 
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Fig. 5: Descriptions of the wave parameters (sample data at 40 kHz). 

Figures 4 and 5 depict wave parameters of the transmitted acoustic waves on the 
attached wall with the receiver (which has a height of 60 mm) of the considered medium. 
The impacts of an applied frequency of 40 kHz is presented here. The results suggest that 
low-density mediums mostly impact the acoustic pressure fields. These result in weaker 
SPL to the next medium. However, if we increase the applied frequency, the reflections 
within the medium become more severe. In fact, at 2 MHz, the self-reflection becomes 
visible and mainly located between the two liquid layers. Figure 3 presents the SPL reflected 
by the receiver. It is clear from the figure that the reflected SPL can vary from 110 to -50 
dB. Also, the reflections mainly occurred in the middle of the receiver even though it is 
placed at the bottom end of the medium.  

Figure 6 presents the SPL against the applied frequencies on the layer with the attached 
receiver. The applied frequency range is 10 kHz to 2 MHz. The SPL varied from as low as 
68 dB to as high as 132 dB. The lowest SPL is found at 1.45 MHz (68 dB) whereas the 
highest SPL values are available close to 1.21 MHz (132 dB). Hence, it is clear from the 
figure that the SPL distribution is not benefitted by the frequency increment. 
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       Fig. 6: SPL versus frequency plot. 

 
Fig. 7: SPL variations in different layers of the medium (applied frequency range 10 

kHz – 2 MHz). 
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Figure 7 and Table 2 describe the more specified SPL profile according to the layers of 
the medium. According to the design, there are six layers in total between the transmitter 
and the receiver. Layer 1 and layer 2 are of liquid material. In layer 1, min observed SPL is 
approximately 68 dB at 1.45 MHz, whereas, max SPL is 132 dB at 1.21 MHz. In layer 2, 
min SPL drops down to approximately 57 dB at 0.79 MHz, and max SPL to 126 dB at 0.55 
MHz. The SPL drops even more in layer 3 to min approximately 52 dB at 1.3 MHz whereas, 
max 130 dB is found at 0.27 and 0.35 MHz. Layer 4, 5, and 6 are of muscle, fat, and skin, 
respectively. For the muscle layer, min SPL received is approximately 70 dB at 0.5 MHz, 
and max is approximately 129 dB at 0.27 MHz.  

Layer 5, which is the fat layer of 20 mm thickness, experiences min SPL of 
approximately 74 dB at 1.96 MHz, and max approximately 129 dB at 0.73, 0.74, and 0.75 
MHz frequencies. Comparatively, in layer 6, the skin layer, min SPL is approximately 82 
dB at 1.6 MHz, and max SPL is approximately 129 dB at 0.84, 0.85, 1.05 and 1.06 MHz 
frequencies.  

Fig. 8: Displacements occurred in the receiver (top blue, green and red are 10 kHz, 
20 kHz and 30 kHz respectively). 

Fig. 9: Total displacements occurred in the receiver (top blue, green and red are 10 
kHz, 20 kHz and 30 kHz respectively). 

Figures 8 and 9 show the displacements that occurred in the receiver. Root mean square 
(RMS) of displacements is presented in Fig. 8 while the total displacements are shown in 
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Fig. 9. Interestingly, increased frequencies have decreased the displacements in the receiver. 
As the wavelength becomes smaller, it is losing power as well. From the figure we can see, 
0.065 nm total displacements are observed (RMS 0.047 nm) for 10 kHz applied frequency. 
In comparison, 0.04 nm (RMS 0.028 nm) for 30 kHz, and less than 0.01 nm (RMS 0.047 
nm) for 20 kHz. The rest of the frequencies will cause less than 0.004 nm displacements.  

From the aforementioned results, it is noticeable that increasing frequencies is not going 
to be beneficial in the context of displacements that will directly impact the AET 
performance. For acoustic energy transfer, the transmitted energy will be collected by the 
receiver in the form of acoustic vibrations. Now, vibration will cause certain displacements 
in the receiver and the relationship is linear. Higher vibration will certainly cause higher 
displacements. In relation, higher displacements in piezoelectric layers will benefit with a 
higher electrical output which is the ultimate goal of a wireless power transfer system. 
Therefore, it is evident that for AET lower frequencies are preferable for implantable 
devices.     

4. CONCLUSION
Finite element analysis of acoustic wave propagation in a very high scale impedance

mismatch medium is presented in this paper. The analysis is mainly focused on acoustic 
energy transfer for implantable wireless devices as the medium contains a wide range of 
impedances. A circular transmitter and a rectangular receiver are paired to transfer acoustic 
waves in a multilayered medium that replicates the high scale impedance mismatch. A 
prescribed vibration is generated in the transmitter which is collected by the receiver to 
evaluate the impact of the multilayer configuration on the acoustic propagation. Sound 
pressure level (SPL) and receiver displacements are particularly focused to trace the effect 
of wide scale applied frequencies. It is found from the results that the SPL can be varied 
from as low as 68 dB (1.45 MHz) to as high as 132 dB (1.21 MHz). Hence, it is clear from 
the figure that the SPL distribution is not benefitted by the frequency increment. The electric 
potential generated in the receiver terminal has the range of -9.0320e-15 to -5.6501e-13 
volts. The total displacement in the receiver is found to be 6.94e-9 mm. Again, the maximum 
stress on the receiver is 31.4 Pa. Therefore, as conclusion, the increased frequency can 
benefit the SPL while it decreases the displacements in the receiving end. As the 
displacement magnitude directly impacts the receiver performances, it is more beneficial to 
use less than MHz range frequencies for acoustic energy transfer applications.  
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ABSTRACT:   Empty fruit bunch (EFB), a biomass-based waste, was deemed a potential 
replacement for fossil fuel. It is renewable and carbon neutral. The efficient management 
of this potential energy will help to deal with the problem associated with fossil fuels. 
However, a key parameter for evaluating the quality of raw material (EFB) as a fuel in 
energy applications is the calorific value (CV). When this CV is low, then its potential 
utilization as feedstock will be restricted. To tackle this shortcoming, we propose to add 
municipal solid waste to enhance energetic value. Thus, two major issues will be solved: 
managing solid residues and contributing an alternative energy source. This study aimed 
to investigate the possibility of mixing EFB and municipal solid waste (MSW) to make 
clean energy that is conscious of the environment (climate change) and sustainable 
development. The selected MSW, comprising of plastics, textiles, foam, and cardboard, 
were mixed, with EFB at various ratios. Proximate analysis was used to determine 
moisture content, ash, volatiles, and fixed carbon, whilst elemental analysis, is used to 
determine CHNS/O for MSW, EFB and their various mixtures. The CV of each element 
was also measured. The research revealed a significant increase in the calorific value of 
EFB by mixing it with MSW according to MSW/EFB ratios: 0.25; 0.42; 0.66; 1.00 and 
1.50 the corresponding calorific values in (MJ/kg) were 19.77; 21.22; 22.67; 27.04 and 
28.47 respectively. While the calorific value of pure EFB was 16.86 MJ/kg, the mixing 
of EFB with MSW promoted the increase in the CV of EFB to an average of 
23.83MJ/kg. Another potential environmental benefit of applying this likely fuel was the 
low chlorine (0.21 wt. % to 0.95 wt. %) and sulfur concentrations (0.041 wt. % to 0.078 
wt.%). This potential fuel could be used as solid refuse fuel (SRF) or refuse-derived fuel 
(RDF) in a pyrolysis or gasification process with little to no environmental effects.  

ABSTRAK: Tandan buah kosong (EFB), sisa berasaskan biojisim, adalah berpotensi 
sebagai pengganti bahan bakar fosil. Ia boleh diperbaharui dan karbon neutral. 
Pengurusan berkesan pada potensi tenaga ini dapat membantu mengatasi masalah 
melibatkan bahan bakar fosil. Namun, kunci parameter bagi menilai kualiti bahan 
mentah (EFB) sebagai bahan bakar dalam aplikasi tenaga adalah nilai kalori (CV). 
Apabila CV rendah, potensi menjadi stok suapan adalah terhad. Sebagai penyelesaian, 
kajian ini mencadangkan sisa pepejal bandaran ditambah bagi meningkatkan nilai 
tenaga. Oleh itu, dua isu besar dapat diselesaikan: mengurus sisa pepejal dan menambah 
sumber tenaga alternatif. Kajian ini bertujuan mengkaji potensi campuran tandan buah 
kosong (EFB) dan sisa pepejal bandaran (MSW) bagi menghasilkan tenaga bersih dari 
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sudut persekitaran (perubahan iklim) dan pembangunan lestari. Pemilihan MSW, terdiri 
daripada plastik, tekstil, gabus dan kadbod, dicampurlan dengan pelbagai nisbah EFB. 
Analisis proksimat telah digunakan bagi mendapatkan  kandungan kelembapan, abu, 
ruapan, dan karbon tetap, manakala analisis asas telah digunakan bagi mendapatkan 
CHNS/O bersama MSW, EFB dan pelbagai campuran lain. Nilai kalori (CV) setiap 
elemen turut diukur. Dapatan kajian menunjukkan penambahan ketara dalam nilai kalori 
EFB dengan campuran bersama MSW berdasarkan nisbah MSW/EFB 0.25; 0.42; 0.66; 
1.00 dan 1.50 nilai kalori sepadan (MJ/kg) adalah 19.77; 21.22; 22.67; 27.04 dan 28.47 
masing-masing. Manakala nilai kalori EFB tulen adalah 16.86 MJ/kg, campuran EFB 
dan MSW menunjukkan kenaikan CV dengan EFB pada purata 23.83MJ/kg. Antara 
potensi semula jadi lain adalah dengan mencampurkan bahan bakar ini dengan kalori 
rendah (0.21 wt. % kepada 0.95 wt. %) dan kepekatan sulfur (0.041 wt. % kepada 0.078 
wt.%). Bahan bakar ini berpotensi sebagai bahan bakar pepejal sampah (SRF) atau bahan 
bakar yang terhasil dari pepejal sampah (RDF) melalui proses pirolisis atau proses 
gasifikasi yang sedikit atau tiada kesan langsung terhadap persekitaran. 

KEYWORDS: municipal solid waste; empty fruit bunch; calorific value; energy; 
refuse derived fuel 

1. INTRODUCTION
Until now, fossil fuels account for almost 84% of global energy demand [1],  and are

the most reliable sources of energy. Global production of solid waste increases with an 
increase in population, leading to environmental pollution [2-4]. According to Massarutto 
[5] the world energy consumption in 2020 amounts to 196 terawatts (TW) of which 76 for
electricity and 120 for heat, and that the potential production of energy from waste maybe
double the actual figures. The production of solid waste in the world in 2011 amounted to
2 billion tons of waste during the year. And by 2025, it is estimated that there will be 2.2
billion tons of waste per year, after which 9.5 billion tons of waste will be produced per
year in 2050  [3,6,7].

Biomass gasification has a high potential for waste treatment compared to other 
existing techniques, such as soil filling, incineration, etc., because it can accept a wide 
range of inputs and may produce multiple useful products. Biomass gasification is an 
intricate process involving the drying of the feedstock followed by pyrolysis, partial 
combustion of the intermediates, and finally gasification of the resulting products [7]. The 
calorific value (CV) is the key parameter for assessing the quality of the feedstock (EFB) 
as fuel in energy applications. However, this calorific value for EFB is low. In order to 
improve this calorific value, it must be mixed with other raw materials such as MSW. 

Municipal solid and biomass wastes are among the most sustainable sources of 
energy. Vaish et al. [8], reported that the complexity and the increasing quantity of solid 
waste had made MSW management  a challenging task worldwide. Biomass waste is 
abundant in many countries over the world, like Malaysia, Indonesia, Guinea Conakry, 
etc. Among all, biomass waste offers significant opportunities for major, renewable, and 
suitable environmental-friendly energy sources. These residua, instead of being sent to 
landfill, could be valorized as a source of energy.  Another means to manage MSW is by 
incineration. Heavy metals like mercury (Hg), cadmium (Cd), arsenic (As), chromium 
(Cr), and lead (Pb), etc., contained in fly ash can cause air pollution by incineration of 
MSW and soil and water pollution. The emissions of SOx, NOx, COx, and furans can 
pollute the environment likewise [2,9]. Moreover, greenhouse gases (GHG) emissions 
should be reduced by the use of suitable technologies. The third-largest source of GHG is 
MSW at almost 3-4% of the global anthropogenic methane, and 18% of global methane 

11



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Diallo et al. 
https://doi.org/10.31436/iiumej.v22i2.1566 

 

emission came from total waste sectors [1]. As indicated in the study by Vaish et al. [8] to 
achieve the goal of sustainable development, the problem of climate change, and other 
environmental challenges, must be tackled. MSW is usually, managed through disposal at 
landfills, which experience severe environmental conditions, such as leachate, high 
salinity, and GHG generation [10]. Sikarwar et al. [7] estimate that the production of 
electricity from fossils contributes to pollution and the emission of GHGs. 

Solid residues are an alternative to provide environmentally friendly and sustainable 
energy, that is economically profitable when properly managed and processed [6,11,12]. 
Solid refuse fuel (SRF) and refuse-derived fuel (RDF), can be manufactured in the form of 
pellets, bricks, etc. It is easy to transport and could contribute to the reduction of pollution 
problems related to discharge and provides much-needed energy, especially for people 
suffering a shortage of fuels. Previous studies had promoted  SRF and RDF technology, 
including its characteristics, composition, determination of high heating value, and other 
parameters [13-17]. In terms of thermal conversion, gasification is one of the many routes 
to produce clean and environmentally friendly fuel [18,19]. 

   The synthesis gas production by gasification is a process of recovering energy from 
solid fuels using a high temperature. The quality of RDF depends primarily on the 
composition of the raw material such as plastic and heavy polymer containers, textiles, 
foam, etc., which are the basis for the increase in the heating value of fuel oil [13,20-22]. 
In other words, a higher calorific value is associated, with the content of paper/cardboard, 
plastic, etc., and their presence in high quantities at (40-80% w/w; weight by weight) can 
promote the reduction of emissions of CO2. 

  This study aims to improve the EFB’s calorific value by adding specific amounts of 
MSW. It could be a promising cleaner alternative solution to polluted fossil fuels. The 
study focused on the quality of the calorific value and special importance was given to 
reducing the environmental pollution. 

2.   MATERIALS AND METHODS 
The data collected for this study was based on proximate and ultimate analysis of 

municipal solid waste and biomass, followed by a calorific value (CV) measurement. 
The analysis investigated the impact of moisture content, temperature, steam to 

biomass ratio, and particle size on gas composition, etc. Adequate heating values make the 
material promising for applications such as gasification as RDF and SRF technology 
[12,19].  
2.1  Feed Materials 

Municipal solid and biomass wastes are abundant in Malaysia; the estimated annual 
MSW generated is about 13.68 Mt per year, and about 1.17 kg average rate per capita per 
day of waste,  while the amount of EFB waste was estimated at 7.78 Mt per year [17]. 

Municipal solid waste (plastics, textile, paper/ cardboard, and foam) was collected at 
the Gombak MSW transportation station landfill and biomass waste (empty fruit bunch) 
was collected from Sime Darby Research Center at Carey Island, (Selangor). The samples 
were ground to an average particle size of approximately 0.5 -1 mm, and 0.5-1 g were 
used as feed material. 
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2.2  Preparation of Municipal Solid Waste Samples 
Municipal solid and biomass waste had been selected as feedstock for the experiment. 

Some samples (plastic, cardboard/paper, foam, and textile residue) were chosen and 
characterized. 

These components were selected because data and statistics from National Solid 
Waste Management Malaysia [17] indicated that they are the major constituents of MSW. 
Characterized samples were dried in the sun to remove moisture. The samples were 
prepared to a particle size at 0.5-1 mm for foam, plastic, textile, cardboard, and empty fruit 
bunch. 

Following these sizes, each sample was weighed into a certain scale to determine the 
amount needed for mixing. Then, five selected samples with different ratios were 
examined. 
2.3  Proximate Analysis 

Quantitative determination of moisture content, which has an impact on the calorific 
value; volatile matter, which represents the matter burns in a gaseous state; ash as 
inorganic waste material; and fixed carbon which amounts to the solid-state is determined 
using proximate analysis. 
2.4  Determination of Moisture Content 

Moisture content is considered an important factor that affects the fuel property, 
seeing that it has an impact on the combustion behavior of the material and its stability. 
So, the moisture content is determined using ASTM E 871 standards by measuring the 
weight difference after heating the sample in the oven. It is done by weighing a known 
mass of the samples in an alumina crucible container and placing them in the oven at a set 
temperature of 105 oC for 1 hour. The difference in weight was recorded and calculated as 
a percentage of the sample weight.  
2.5  Determination of Ash Content 

The experimental procedure includes preparation of MSW and EFB mixed to a well-
defined proportion, then the samples of sizes between 0.5 mm and 1 mm put in an alumina 
crucible. The muffle furnace Linn High Therm, type: (LM.212.26 DB006031) was 
initially purged to remove gaseous combustibles in the furnace. The experiment is 
performed from ambient temperature up to the maximum temperature of 700 oC at a 
constant heating rate of 10 oC/min for 30 minutes (Standard method ASTM D1102-84). 
The sample is then cooled in air, then in a desiccator, and finally weighed. 
2.6  Determination of Volatile Matter 

The experimental procedure includes preparation of MSW and EFB mixed to a well-
defined proportion, then, the samples of sizes between 0.5 mm and 1 mm were put in an 
alumina crucible. The muffle furnace Linn High Therm, type: (LM.312.06 DB004031) 
was initially purged to remove gaseous combustibles in a furnace. The experiment was 
performed from ambient temperature up to a maximum temperature of 925 oC at a 
constant heating rate of 10 oC/min, for seven minutes (Standard method ASTM E872). 
Then the sample was cooled in air, then in a desiccator, and weighed. Finally, calculations 
were performed to determine the percentage of volatile matter in the samples.  

The fixed carbon determined through the difference of the sum of the others with the 
total sample. Equations (1) and (2) are for the determination of fixed carbon and volatile 
matter, respectively. 
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FC= 1- MC- VM- Ash                                                                                      (1) 
where: FC, is the fixed carbon in the MSW and EFB that remain in the char during the 
pyrolysis process after devolatilization.  MC stands for moisture content, VM, volatile 
matter, and Ash is the solid residue of MSW and EFB. 

The volatile matter (VM) is determined by the equation:  

VM=
Loss in weight of sample at 925±20˚C

weight of sample taken
∗ 100                     (2) 

All analyses were performed in duplicate.   
2.7  Ultimate Analysis 

The ultimate analysis is used to determine the percentage of the following elements 
by standard methods, carbon (C), and hydrogen (H), by (ASTM E-777), nitrogen was 
performed by (ASTM E-778), chlorine, by (ASTM E- 776-87), and sulfur using (ASTM 
E-775). All these samples were analyzed in Leco Series 628 CHNS. Oxygen was 
determined by subtracting the sum of all others cited above from the total of samples. 
2.8  Heating Value  

To perform the calorific value of the MSW and EFB mixture, a Parr 1341 Oxygen 
Bomb Calorimeter was used for the analysis. It measures the energy released when the 
sample undergoes complete combustion in the presence of oxygen under a standard 
condition. 
2.9  Chemical Composition of MSW and EFB 

The chemical composition of MSW and EFB is shown in Table 1. Table 2 illustrates 
the ratio of the MSW and EFB mixture. 

Table 1: Chemical composition of MSW  
No Components MSW 

Percentage (%) 
EFB 

Percentage (%) 
1 C 52.96 41.2 
2 H 6.58 6.36 
3 O 36.78 47.70 
4 N 0.65 0.74 
5 S 0.028 0.09 
6 Cl 0.24 1.010 

 
Table 2: A mixing ratio of MSW and EFB 

Samples No Mixed elements wt.% 
1 20 (MSW) +80 (EFB) 
2 30 (MSW) +70 (EFB) 
3 40 (MSW) +60 (EFB) 
4 50 (MSW) +50 (EFB) 
5 60 (MSW) +40 (EFB) 
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3. RESULTS AND DISCUSSION
The analyses of MSW and EFB were carried out individually and for their mixtures in

predetermined proportions. Then the calorific value was measured for each sample. 
Figure 1 shows the results of the proximate analysis. The minimum value of volatile 

matter (2.96 wt.%) was found for EFB, while the maximum amount (3.50 wt.%) belonged 
to MSW. EFB has the highest moisture and ash content (15.4 wt.% and 3.9 wt.% 
respectively) and the lowest held by MSW (7.5 wt.% and 2.99 wt.% respectively). EFB 
gasification would incur an additional cost for drying due to high moisture content. EFB 
had the lowest fixed carbon value compared to MSW (77.74 wt.% and 86 wt.% 
respectively). The higher fixed carbon, low moisture content, moderate volatile matter, 
and ash, thus resulting in higher heating value for MSW. A similar result was reported by 
Afzanizam et al. [23]. 

Fig. 1: Proximate analysis of MSW and EFB. 

The effect of the mixture (MSW and EFB) ratio on proximate analysis is shown in 
Fig. 2. It can be seen that the MSW and EFB mixture of 60:40 % has the lowest ash (2.33 
wt.%). The highest ash yield (4.22 wt.%), moisture content (12.43 wt.%), volatile matter 
(3.5 wt.%), and fixed carbon (92.03 wt.%) belong to (50:50; 20:80; 20:80 and 60:40 
respectively). Moreover, the moisture content and volatile matter decrease as the quantity 
of MSW supplied in the mixture increases. Also, ash, fixed carbon, and the calorific value 
increase proportionally with the increase of MSW in the mixture.  

The ultimate analysis of pure MSW and EFB is shown in Fig. 3. The MSW has the 
highest percentage of carbon and hydrogen (52.96 wt.% and 6.56 wt.% respectively) and 
the lowest of oxygen and nitrogen (36.79 wt.% and 0.65 wt.% respectively). These two 
elements, carbon, and hydrogen are significant in the fuel because they increase the 
calorific value. Similar findings were observed by [23,24]. The high quantity of carbon 
and hydrogen implies that this raw material could be used as a fuel in thermochemical 
energy conversion like pyrolysis and gasification for syngas production. 

It appears that carbon-hydrogen and calorific value increase with the elevation of the 
amount of MSW in the mixture. In other words, the calorific value increases 
proportionally, with MSW due to higher carbon and hydrogen content. In contrast, a small 
amount of nitrogen promotes the quality of the fuel, because it has no calorific value. The 
highest value of sulfur found in EFB (0.0908 wt.%) followed by cardboard (0.0886 wt.%) 
and textile /foam (0.0594 wt.%) and the lowest in plastics (0.00751 wt.%) followed by 
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MSW (0.0287 wt.%). Sulfur also increases the value of fuel, but a large amount of sulfur 
leads to a smoky flame and it is harmful to the environment.  

 
Fig. 2: Proximate analysis of MSW and EFB mixture. 

 
Fig. 3: Ultimate analysis of MSW and EFB (Inset: A zoom in for elemental 

composition of nitrogen and sulfur for the same materials). 

When the proportion of MSW and EFB is (50:50), carbon, and hydrogen got the 
highest values (52.50 wt.%) and (7.95 wt.%) respectively, while Oxygen and nitrogen 
have the smallest concentration (34.71 wt.%, and 0.33 wt.% respectively) as seen in Fig. 4.  

The comparison of carbon concentrations in Fig. 3 and Fig. 4 demonstrates a gain of 
11 wt.% for EFB, which was 41 wt. % for pure EFB compared to 52 wt.% for MSW and 
EFB mixture of 50:50%. The carbon is one of the sources of the calorific value, the mix of 
MSW and EFB allows increasing the heating value of EFB.  Besides, the calorific value of 
the mixture gradually increases from 19.77 MJ/kg to 28.47 MJ/kg, as the added amount of 
MSW increases. It seems likely that these results are due, in fact, to the constituent 
elements of MSW including carbon, and hydrogen in the plastics portions (72.84 wt.% and 
9.46 wt.% respectively). Figure 5 shows the gradual increase in the calorific value of the 
MSW and EFB mixture. 
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Fig. 4: Ultimate analysis of MSW and EFB mixture (Inset: A zoom in for 
elemental composition of nitrogen, chlorine and sulfur for the same materials). 

Hydrogen sulfide reacts with metals to produce the corresponding metallic sulfide. 
Thus, chlorine is deposited and poses a technical (i.e. corrosion of the wall of the device) 
and environmental problem during the gasification process. The concentration of chlorine 
in these samples varied from (0.154 wt.% cardboard to 1.010 wt.% EFB). The average 
concentration of each component namely cardboard (0.154 wt.%), plastics (0.166 wt.%), 
textile and foam (0.531 wt.%), municipal solid waste (0.249 wt.%), and empty fruit bunch 
(1.010 wt.%) was measured. 

The finding shows the mixtures of EFB and MSW have high potential to produce 
RDF or SRF fuel. Based on the European standard EN 15359, the components used in this 
study show that MSW with 0.249 wt.% of Cl, and 29.74 MJ/kg as low heating value 
(LHV) is class 1, textiles (0.531 wt.% Cl) class 2, EFB (1.010 wt.% Cl) and 15.09 MJ/kg 
as low heating value (LHV) is class 3, thus the mixture EFB and MSW (0.21 wt.% Cl), 
and (0.041 wt.% S) is class1 [16] as shown in Table 3.  
The high heating value (HHV) can be converted into the low heating value (LHV) using 
the following formula: 

LHVi = HHVi – We. (9.Hi +Wi) (3) 
with LHVi : LHV of ith waste fraction, HHVi: HHV of ith waste fraction, We: standard 
heat of evaporation of water (2.441 MJ/kg), Hi: hydrogen content of ith waste fraction and 
Wi : moisture content of ith waste fraction [12]. From the result of Fig. 5, where the 
calorific value was expressed in HHV and the Table 3 where the calorific value was 
expressed in LHV, formula (3) was used for the calculation of LHV. 

The mixture having a ratio of 60 (MSW) and 40 (EFB) has proven to be the best 
among others as it has the greatest calorific value (28.47 MJ/kg) and lowest concentrations 
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of chlorine (0.21 wt.%) and sulfur (0.041 wt.%). Thus, in terms of energy and 
environment, this mixture can be a promising raw material in the gasification process. 

Compared to the European standard, the results of this study show that significant 
pollutant components such as mercury (Hg), arsenic (As), bromine (Br) are not found in 
these raw materials. Sulfur (S) and chlorine are lower, hence their compliance with the 
environmental standard to be used as feedstock in the gasification process. Furthermore, in 
this study, mercury is not found, being an added advantage for this promising fuel 

Fig. 5: The high heating value of MSW and EFB mixture. 

Table 3: Waste classification criteria as SRF, according to EN 15359 [16] 
Parameter UNIT CLASSES CURRENT STUDY 

1 2 3 4 5 MSW EFB 60 (MSW) + 
40 (EFB) 

Lower heating value MJ/kg ≥25 ≥ 20 ≥ 15 ≥ 10 ≥ 3 29.74 15.1 26.98 
Chlorine content %(w/w) ≤0.2 ≤ 0.6 ≤ 1.0 ≤ 1.5 ≤ 3 0.249 1.01 0.21 
Mercury content Mg/MJ ≤0.02 ≤0.03 ≤0.08 ≤0.15 ≤0.5 0 0 0 

4. CONCLUSIONS
The goal of this investigation was to assess the efficacy of mixing municipal solid

waste and biomass to improve the calorific value. The materials establish that the 
concentrations of carbon, hydrogen, nitrogen, and oxygen obtained from the analyses 
carried out are sufficient to produce a fuel of high calorific value. Moreover, the 
environmental parameters (Cl and S) are within the prescribed standards. These findings 
show that the calorific value (CV) of EFB which is 16.86 MJ/kg can be enhanced 
depending on the quantity of added MSW and can reach up to 28.47MJ/kg. This potential 
energy can be used as a raw material in a pyrolysis or gasification process with little to no 
environmental impacts.    
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ABSTRACT:   This paper reports a study to determine the optimum conditions of 
microwave in assisting alkali treatment for removing lignin from cocoa shell waste (CSW). 
The CSW was mixed with 5% of NaOH solution at the ratio of 1: 10 of weight to volume 
of the alkaline before being irradiated in a microwave oven. Various microwave powers 
(200-400 W), temperature settings (60-80 °C) and irradiation times (10-20 min) were 
tested on 15 samples set by the Box-Behnken design. The lignin removal was analysed 
using a 72% sulfuric acid treatment method. A quadratic equation was employed to the 
response surface and statistical analysis conducted to confirm the adequacy of the model. 
The plots show that the optimum microwave conditions are 400 W, 76 °C and 19 min, 
which were capable to remove 86.57% of lignin. Thermogravimetric analysis and 
micrographs revealed different decomposition temperature of lignin and morphology of 
extensively-pored surface of treated CSW, respectively.  

ABSTRAK: Kajian ini berkaitan penentuan keadaan optimal ketuhar gelombang mikro 
bagi membantu membuang lignin daripada sisa kulit biji koko (CSW) menggunakan 
rawatan alkali. CSW dicampurkan dengan larutan NaOH 5 % pada nisbah 1:10 berat 
kepada isipadu larutan alkali sebelum campuran dipanaskan ke dalam ketuhar gelombang 
mikro. Pelbagai ujian dibuat pada ketuhar gelombang mikro seperti tenaga (200-400 W), 
suhu ketuhar (60-80 °C) dan masa pemanasan (10-20 min) ke atas 15 sampel mengikut 
reka bentuk Box-Behnken. Kadar pembuangan lignin ditentukan dengan menggunakan 
kaedah rawatan larutan asid sulfurik berkepakatan 72%. Persamaan kuadratik telah 
digunakan ke atas permukaan respon dan analisis statistik telah dilakukan bagi 
memastikan kesesuaian model. Plot-plot menunjukkan keadaan optima ketuhar 
gelombang mikro adalah pada 400 W, 76 °C dan 19 min iaitu berupaya menyingkirkan 
sebanyak 86.57% lignin. Analisis thermogravimetri dan mikrograf masing-masing 
menunjukkan perbezaan suhu penguraian lignin dan morfologi permukaan CSW yang 
dirawat didapati berliang dengan banyaknya. 

KEYWORDS: cocoa shell waste; microwave assisted; alkali treatment; lignin removal; 
non-wood fibers; response surface methodology 
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1. INTRODUCTION
By-product discarded from food industries may harm environment in large quantities

[1]. Cocoa (Theobroma cacao) shell waste (CSW) is an example of the by-products that is 
usually used, among others, for dietary, food additives, fuel burning, or fertilizer in order to 
prevent accumulation [2–6]. An alternative approach to add value is by utilizing CSW as 
non-wood for bio-composite preparation. However, there is a drawback that needs to be 
considered since CSW is mainly composed of cellulose, lignin, hemicelluloses, pectin, and 
wax. Weak binding between fiber and polymer due to moisture absorption [7], low impact 
strength [8], faced dimension instability for fibers composites [9] and low microbial 
resistance [10] of CSW application are reported that are mainly caused by the presence of 
hydroxyl groups from lignin in its fiber. Therefore, reduction of lignin is essentially 
required. 

Pre-treatment using alkali is a vital step in converting the lignocellulosic material into 
less wood material. Several studies suggested the use of microwave heating to accelerate 
the pre-treatment process due to some advantages over conventional heating [11,12]. In 
particular, microwave-assisted alkaline pre-treatment for hydrolysis and fermentation 
increase cellulose breakdown and the activity of the reactions [13]. Interface of fibers with 
lower hydroxyl group will bond with matrix better and enhance strengths of the composites 
[9,14].  Sodium hydroxide (NaOH) is an effective alkaline in breaking down lignin structure 
[15,16] that leads to an increase in surface area and pore volume in the substrate. Meanwhile, 
microwave radiation results in rapid heating due to interaction between an irradiated object 
and electromagnetic field [17,18]. Thus, this high efficiency of treatment eases the 
implementation [19,20] of breaking down lignocellulosic material bonding. 

Several studies reported on the optimization of treatment process parameters for other 
agricultural wastes. For instance, Sombatpraiwan et al. [17] conducted microwave –assisted 
on cassava rhizome by varying microwave power (300-900 W), irradiation time (5-15 min), 
and NaOH concentration (3%–7% w/v). It was found that optimal conditions for lignin 
removal were 840 W microwave, 9 min, and 3% w/v NaOH. Lai et al. [21]  found that 
22.38% lignin removal was optimal at 900 watt, 100 ºC, and 80 min from a two-level 
factorial analysis on the range of microwave power, temperature and heating duration range 
spanning from 500 to 900 watt, 80 to 100 °C and 40 to 80 min on oil palm trunk. 

The aim for this study is to determine optimal microwave–assisted alkali treatment 
condition on CSW. The pre-treatment parameters are microwave power, temperature setting 
and irridiation time, which were varied between 200 – 400 W and 60 – 80 ℃ for 10 – 20 
min, respectively. This treatment was optimized by using the Box–Behnken design (BBD), 
response surface methodology (RSM). 

2. MATERIALS AND METHODS
2.1  Assisted Alkali Treatment 

CSW samples were mixed to 5 % of NaOH at 1: 10 according to the ratio of sample 
weight to volume of the alkaline. The microwave was set to the ranges of 200 – 400 W, 60 
– 70 ℃ and 10 – 15 min for power, temperature and time of irradiation, respectively. All
these treatment conditions were designed based on BBD using Design Expert Software
version 7.

After the treatment, mixtures were filtered to recover solid residue. The residue was 
rinsed with distilled water to remove the alkali solution and followed by the addition of 5 % 
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acetic acid solution in dropwise. Then, the slightly acidic residue was rinsed again with 
distilled water until neutral pH was achieved. The treated CSW was dried at 105 °C until 
constant weight was achieved. 
2.2  Experimental Design 

BBD was used to optimize microwave parameters as the factor in assisting the caustic 
removal of lignin from CSW via 15 experiments in random order with three replications at 
the centre point. The design of experiment was of three-factor and two-level factorial Box–
Behnken design (BBD) [17]. The three factors were microwave power (X1), temperature 
(X2), and treatment time (X3) with low, moderate, and high levels factor as represented by 
−1, 0, and 1 as shown in Table 1. Percentage of lignin removal was the response variable.
3D surface plots were generated through fitting of a quadratic polynomial between the
factors and the response.

Table 1 Experimental levels of three independent variables 
Factors Units Factor Levels 

-1 0 1 
Microwave Power W 200 300 400 

Temperature Setting °C 60 70 80 
Irradiation Time min 10 15 20 

2.3  Lignin Removal Determination 
Two grams of untreated / treated CSW samples were mixed with 15 mL of 72% 

sulphuric acid in a flask. The mixtures were vigorously stirred at ambient temperature for 2 
hours. Then, hot distilled water was added to the mixtures to reduce acid concentration up 
to 4%. The mixture was heated immediately in a water bath at 100 °C. After 4 hours, the 
CSW was filtered and rinsed with hot distilled water to neutralize pH before it was dried at 
105 °C until constant weight was achieved. The amounts of lignin removal for all the 
samples were determined by using Equation (1).  

initial CSW sample  treated CSW samplelignin removal % = 100%
initial CSW sample

−
 (1) 

2.4 Analyses of Thermogravimetry and Morphology 
The degradation of the treated CSW sample was measured by thermogravimetric 

analysis (TGA) using the Hitachi STA-7200 thermal analyser. CSW samples (5 g) were 
placed in alumina pan and heated from ambient temperature up to 1000 °C at a heating 
rate of 10 °C min-1 under nitrogen flow blanketing. The sample weights were obtained as a 
function of temperature. The effect of treatment on surface morphology of CSW were 
observed via scanning electron microscopy (SEM). The plate with CSW samples was and 
placed at LEO 1450 VP SEM for the analysis with magnifications of 5000 times. 

3. RESULTS AND DISCUSSION
3.1  Effect of Process Parameters on Lignin Removal 

Box-Behnken design (BBD) was used to determine the samples and plot the responses 
surface. Fifteen runs were carried out to obtain the results in Table 2. In particular, 
experimental run#8 (400 W, 70 °C, 20 min) achieved the highest lignin removal, while 
run#14 (200 W, 70 °C, 10 min) obtained the lowest one.  
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Table 2: Lignin removal of CSW samples using different process parameters 

Run Microwave 
Power Level 

Temperature 
Level 

Irradiation 
Time Level 

Lignin Removal 
(%) Experimental 

Lignin Removal 
(%) Predicted 

1 +1 -1 0 63.07 66.06 

2 0 -1 -1 61.79 57.54 

3 0 +1 -1 54.47 53.80 

4 +1 +1 0 83.01 82.42 

5 -1 0 +1 50.19 48.94 

6 0 -1 +1 61.43 62.14 

7 0 +1 +1 64.17 68.41 

8 +1 0 +1 86.34 82.69 

9 0 0 0 73.52 69.86 

10 -1 +1 0 33.75 30.76 

11 -1 -1 0 43.97 44.55 

12 +1 0 -1 74.67 75.93 

13 0 0 0 67.12 69.86 

14 -1 0 -1 32.87 36.52 

15 0 0 0 68.94 69.86 

The effect of three process variables on lignin residue was generally significant as 
confirmed by the high R2 value (R = 0.97). The quadratic equation established the level of 
lignin removal as a function of different microwave power, temperature setting and 
irradiation time. All the terms regardless of their significance are included in Equation (2). 
After considering the significance of the terms, Equation (3) was obtained where the 
symbols were denoted as A = microwave power, B = temperature setting and C = irradiation 
time. 

Lignin 
Removal (%) 

= 

(2) 

Lignin 
Removal (%) 

= 

(3) 

Fig. 1(a) shows the actual experimental data versus predicted data of lignin residue (%) 
which was generated from the quadratic equation model. The normal probability plot was 
also presented in Fig. 1(b). The plot indicates that the internal studentized residual (different 
between actual and predicted data) follow a normal distribution and form an approximately 
linear line. 

Table 3 summarizes the F-test and p-value that were used to assess the significance of 
the coefficients of the model for respective parameters and the interaction strength among 
the parameters. P-values that are less than 0.05 indicate significance of model terms, which 
are shown by A, C, AB, A2 and B2.  Oppositely, the values greater than 0.1 indicates their 
insignificance.  The "Lack of Fit F-value" (LOF) of 2.61 implies that the LOF is not 
significant relative to the pure error, thus good model, which means the terms are adequate 
to fit the model. Meanwhile, the fitness, R2 and further-refined fitness, Adj R2 are 0.970 and 

69.86 + 18.29*A + 0.64*B + 4.79*C + 7.54*A*B – 1.41*A*C + 2.51*B*C – 
6.68*A2– 7.23*B2 – 2.16*C2

-239.48403 + 0.098481*A + 7.17353*B + 0.88321*C + 7.53792E-003*A*B–
2.83000E-003*A*C + 0.050258*B*C – 6.67972E-004*A2 -0.072318*B2 -
0.086456*C2

24



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Ahmad et al. 
https://doi.org/10.31436/iiumej.v22i2.1608

0.916, respectively, which indicate that the estimated model that fits the experimental data 
is reasonable.  

Fig. 1(a) shows the actual experimental data versus predicted data of lignin residue (%) 
which was generated from the quadratic equation model. The normal probability plot was 
also presented in Fig. 1(b). The plot indicates that the internal studentized residual (different 
between actual and predicted data) follow a normal distribution and form an approximately 
linear line. 

Table 3: Statistical analysis 

Source of 
variation 

Sum of 
squares 

Degree 
of 

freedom 

Mean 
square 

F 
Value 

p-value
probability 

Model 3461.364 9 384.596 17.970 0.0027a 
A-microwave

power
2676.254 1 2676.254 125.049 < 0.0001a 

B-temperature 3.302 1 3.302 0.154 0.7106b 
C-time 183.792 1 183.792 8.588 0.0326a 

AB 227.281 1 227.281 10.620 0.0225a 
AC 8.009 1 8.009 0.374 0.5675b 
BC 25.259 1 25.259 1.180 0.3269b 
A^2 164.746 1 164.746 7.698 0.0392a 
B^2 193.104 1 193.104 9.023 0.0300a 
C^2 17.249 1 17.249 0.806 0.4105b 

Residual 107.008 5 21.402 
Lack of Fit 85.259 3 28.420 2.613 0.2888b 
Pure Error 21.750 2 10.875 

Correction total 3568.373 14 
R² 0.970 

Adj R² 0.916 
Value of p-Value < 0.0500 indicate model terms are significant 
aSignificant 
bNot Significant 

Fig. 1: (a) Correlation of normal probability of internal studentized residuals, and 
(b) actual conversions and values predicted by model.
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3.2  Effect of Individual Parameters: Microwave Power, Temperature Setting and 
Irradiation Time on Lignin Removal 
The effects of three microwave parameters on the alkaline treatment of CSW are shown 

in Fig. 2. The lignin removal was improved significantly by the increase of microwave 
power from 200 W to 400 W in Fig. 2(a). In particular, CSW treatment at 80 °C for about 
20 minutes increased the lignin removal up to 40% by raising microwave power from 200W 
to 250W. These results indicate that the microwave power probably help break down the 
structure of CSW. However, upon increase of temperature and time at 200 W microwave 
power, the lignin removal only slightly changed as shown in Fig. 2(b) and (c). Upon the 
increase of temperature from 60 °C to 70 °C, the lignin removal approximately increased 
up to 14% and reach similar percent removal started from 75°C to 80 °C when CSW 
exposing 400W of irradiation for about 20 minutes. Lignin removal on CSW at 400 W 
irradiation and temperature setting about 80°C which varying irradiation time was 
apparently not effective. Based on the observation in Fig. 2(c), the percentage of lignin 
removal only improved 7% when the time was increased from 10 to 15 minutes and as of 
beyond 15 minutes the lignin removal started to decline as the percentage removing was too 
small. Since the longer irradiation time was less effective for reducing the lignin content, 
shorter duration would be more economical due to low power consumption [21]. Duan et 
al. [22] had studied the effects of microwave temperature, microwave time, and 
hydrochloric acid concentration on characteristics and pyrolysis behaviour of lignin. Their 
results show that microwave temperature applied the most significant influence on lignin 
conversion at 600 W. Thus, at high microwave power, temperature is elevated. Response 
surface area reveals the effect of temperature at different microwave power.   

Fig. 2: (a) Effect of various individual parameters: microwave power, 
(b) temperature setting and (c) irradiation time on the lignin removal from CSW.

One parameter was varied while others are kept constant at their centre point.
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3.2.1 Response Surface of Lignin Removal 
Figure 3 illustrates the plots of interaction between the three microwave parameters on 

the lignin removal from CSW. These plots exhibit correlation between two variables, with 
one variable fixed at various levels. The increase of lignin removal had been affected 
dominantly by the increase of microwave power and temperature as compared to irradiation 
time. These results conform to the finding made by Vardhini et al. [23] on banana fibre. 
Among the interaction between respective parameters, the irradiation time was observed to 
be less effecting in achieving the objective of removing lignin. Furthermore, combination 
of high microwave power and temperature significantly increased the lignin removal.  
Overall, the microwave parameters that maximally removed lignin from the CSW under 
caustic mixture for this study (Fig. 2a, b, and c) were 400 W, 76 °C and 19 min where 
86.57% lignin was removed. Further increase of microwave power and temperature may 
find an optimum point but the study was continued due to the limitation of our microwave 
oven.  

Fig. 3: RSM 3D plots of interaction between (a) microwave power and temperature, (b) 
microwave power and irradiation time and (c) microwave temperature and irradiation time 

in removing lignin from CSW in the presence of NaOH. 

3.2.2 Thermogravimetric Analysis (TGA) 
Thermogravimetric analyses were performed to observe any change in thermal 

degradation profile of CSW after the treatment. Fig. 4 exhibits the TGA result of raw CSW 
and treated CSW. The weight of both samples firstly dropped until the temperature 120°C 
due to removal of unbound and bound water [24] or also known as drying period [25]. When 
heating temperature reached 230 °C, components which are believed [26] hemicellulose and 
cellulose started to decompose. Finally, different dropping trend possessed by raw CSW at 
higher temperature indicating that lignin content in the treated CSW has been decreased 
[26].   After analysis, it was found that the residual weight of raw CSW 11% lower compare 
to raw CSW. When the treated fibres were  subjected  to  heat,  less  chars  were  generated  
and resulting  in  lower  amount  of  residual  weight [27].   
3.2.3 Scanning Electron Microscopy (SEM) 
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The changes in morphology of CSW were observed using scanning electron 
microscopy (SEM). Fig. 5 shows the significant effect of microwave of the alkali treatment 
of CSW. The surface of treated CSW in Fig. 5(b) seems rougher as compared to un-treated 
CSW in Fig. 5(a). The result is supported by the study carried out by Pua et al. [28] who 
found similar morphology result when they treated cocoa pod husk (CPH) using the same 
alkaline. During their treatment, hemicellulose component including lignin had been 
removed and left mesoporous structure on the surface. The rough surface may provide more 
surface area for adhesion. 

Fig. 4: Thermogravimetric analysis result for both CSW. 

Fig. 5: SEM image with 2000 magnification for 
(a) untreated CSW sample and (b) treated CSW sample.

3. CONCLUSION
A microwave-assisted alkali treatment process is an alternative approach in quickly

breaking the structure and removing lignin from CSW for preparation of bio composites. 
This approach is simple, easy and rapid. The results are successfully modelled using Box-
Behnken design in the response surface methodology. The maximum removal of lignin up 
to 86.57% was obtained at the microwave power, temperature and irradiation time of 400 
watt, 76 ºC, and 19 min, respectively. Removal of components within lignin decomposing 
temperature and change of CSW surface were shown by TGA and SEM analyses, 
respectively. 

Residue 19.4% 

Residue 8.3% 

raw CSW 
treated CSW 

10 m 10 m 
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ABSTRACT:  This article provides results of the usability of baobab fruit shell to produce 
activated carbons by chemical activation using ZnCl2, H3PO4, and KOH. This study 
indicated that activated carbon produced from baobab fruit shell fruit can be used as a 
promising adsorbent for the removal of methylene blue from aqueous solutions. 
Significant changes on the material surface following the activation process were observed 
through SEM and FTIR analyses. Scanning electron micrographs of BFS-ACs showed that 
porous structures were formed during activation, while the FTIR results indicated that the 
carbons have abundant functional groups on the surface. KOH activation led an activated 
carbon with a high methylene blue adsorption of 95.54 % and maximum adsorption 
capacity of 113.63 mg/g, which is directly related to the specific surface area of activated 
carbons. The adsorption isotherm data were fitted to Langmuir and Freundlich adsorption 
models. The Langmuir isotherm model showed better fit to the equilibrium data than the 
Freundlich model. The adsorption process was well described by the pseudo-second-order 
kinetics. The BFS-ACs is an effective and low-cost adsorbent for the removal of MB from 
an aqueous solution.  

ABSTRAK: Kajian ini memberi input tentang kebolehgunaan kulit buah baobab bagi 
menghasilkan karbon teraktifan melalui aktiviti kimia menggunakan ZnCl2, H3PO4, dan 
KOH. Karbon aktif daripada kulit buah Baobab ini berpotensi sebagai penyerap bagi 
menyingkir larutan akueus metilin biru. Perubahan ketara pada permukaan bahan diikuti 
dengan proses pengaktifan dipantau melalui analisis SEM dan FTIR. Imbasan elektron 
mikrograf BFS-AC menunjukkan struktur porus terhasil semasa proses pengaktifan. 
Sementara dapatan FTIR menunjukkan karbon mempunyai banyak kumpulan berfungsi 
pada permukaan. Pengaktifan KOH menghasilkan karbon aktif menggunakan larutan biru 
metilin yang tinggi sebanyak 95.54 % dan kapasiti maksimum penyerapan 113.63 mg/g, 
iaitu berkadar langsung dengan tumpuan kawasan permukaan karbon aktif berkaitan. Data 
isoterma penyerapan dibina pada model penyerapan Langmuir dan Freundlich. Model 
isoterma Langmuir lebih padan pada data keseimbangan berbanding model Freundlich. 
Proses penyerapan menunjukkan lebih kinetik order-kedua-pseudo. BFS-AC sangat 
efektif dan penyerap murah bagi membuang MB daripada larutan akues. 

KEYWORDS: activated carbon; Baobab fruit shells; methylene blue adsorption; adsorption 
isotherms; adsorption kinetics 
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1. INTRODUCTION
The wide use of dyes in various industries such as textile, paper, rubber, printing,

plastic, leather, cosmetics and pharmaceuticals, and food has polluted the environment, 
especially the aquatic eco-system [1,2]. Dye production dramatically increased in the last 
years due to the demand in these industries. The presence of dyes in industrial effluents, 
even at very low concentrations, can cause many significant problems, such as reducing 
light penetration, which disturbs photosynthesis activity in aquatic life. Moreover, these 
dyes affect human lives due to the bioaccumulation process which is transferred through the 
food chain [1,3]. This results from the chemical structure of dye molecules that contain 
double bonds of olefinic, carbon-nitrogen or nitrogen-nitrogen, and heterocyclic or aromatic 
rings, which make these dyes hard to break down [4]. Thus, dyes are considered mutagenic, 
toxic, allergenic, carcinogenic, non-degradable substances [5]. There are more than 700,000 
dyestuffs produced per year, which are available with more than 100,000 different chemical 
structures around the world [3,6]. Methylene blue (MB) is considered the most common azo 
dyes used for coloring in industry [7]. Because of its harmful effect on water, it is crucial to 
eliminate it from waste streams before discharge to public water sources. 

In order to minimize this dye’s impacts on the environment, many technologies have 
been developed to treat wastewater such as flocculation, coagulation, ozonation, 
chlorination, anodic oxidation, and electrooxidation. However, these techniques are costly 
and frequently become secondary sources of pollution [8]. Many studies revealed that 
adsorption by solid adsorbents presents the advantages of high efficiency, simple design, 
and low initial costs [7]. The activated carbon is one of the most effective adsorbents for the 
removal of water pollutants. Using agricultural by-products for the production of activated 
carbon provides an environmentally credible alternative to coal, pitch, petroleum, and coke. 
It minimizes the production cost of activated carbon since it is inexpensive and abundant. 
Moreover, it is an efficient solution to the discarding of huge amounts of waste.  

Various agricultural by-products have been used as a precursor in producing activated 
carbon for the removal of methylene blue from the wastewater such as pine cone [1], 
bamboo [9], karanj (Pongamia pinnata) fruit hulls [10], prawn shells [11], cashew nut shells 
[7], tea fruit peel residues [12], tea (Camellia sinensis L.) seed shells [13], dabai (Canarium 
odontophyllum) nutshells [14], date pits [15], cola nutshells [16], bitter kola (Garcinia kola) 
nutshells [17], baobab fruit shells (Adansonia digitata L.) [18], palm kernel shell [19], lapsi 
seed stone [20].  

Adsorption capacity is one of the most important characteristics of activated carbon. It is 
affected by the inherent nature of the precursor and the activation process which is 
determined by different conditions such as the activating agents, temperature, and activating 
time [20]. Activating agents have a great influence on the surface and pore formation of 
produced activated carbon. Various chemical agents proposed for chemical activation such 
as potassium hydroxide [17,21,22], zinc chloride [17,19], phosphoric acid [17,22,23], 
potassium carbonate [24,25], calcium chloride [20], and sodium hydroxide [26,27]. Each of 
these reagents creates different influences on pore development and has its distinctive safety 
concerns that influence the application of the produced activated carbon. For example, the 
H3PO4 and ZnCl2 have boiling points of 213 °C and 732 °C, respectively, could decompose 
at the activation temperature and cause toxic fumes. The KOH, on the other hand, has a 
boiling point of 1327 °C, which is higher than the typical activation temperatures [28]. 

Baobab fruit shell is not only an organic waste component that has no economic benefits 
but is also creates problems with waste treatment and disposal. Baobab fruit shells are an 
abundant new precursor for the production of activated carbon as they contain high volatile 
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matter (86.73 %) and low ash (5.57 %) [29]. Therefore, the main focus of this study is to 
utilize Baobab Fruit Shell (BFS) as a renewable and low-cost precursor for producing a high 
surface area activated carbon (BFS-ACs) by chemical activation using H3PO4, KOH, and 
ZnCl2. Activated carbon could appropriately be prepared from the BFS which would lead 
to its valuable application. To the best of our knowledge, there has been no study reported 
on the influence of activating agents on the adsorption capacity of activated carbons made 
from BFS. Hence, the main objective of this research was to produce high surface area 
microporous activated carbon from baobab fruit shells using different chemical activation 
reagents and to study their effects on the adsorption of methylene blue (MB). The adsorption 
properties of the prepared BFS-ACs was studied with Methylene Blue in aqueous solution 
under equilibrium and kinetic conditions to obtain the associated adsorption parameters. 

2. MATERIALS AND METHODS
2.1 Materials 

BFS were used as a precursor for the preparation of activated carbon and were acquired 
from West Sudan. The samples BFS were washed several times with tap water and finally 
with distilled water to remove any impurities. The shells were dried in the oven at 105 °C 
for dehydration until a constant weight was obtained. Then, they were ground and screened 
to obtain particles of the size of 1 mm. 

Phosphoric acid (H3PO4), potassium hydroxide (KOH), and zinc chloride (ZnCl2) were 
utilized as chemicals reagents for the activation process, which were acquired from Macron 
Fine Chemicals (USA), Sigma-Aldrich (Malaysia), and R&M Chemicals (Malaysia), 
respectively. Nitrogen gas (99.95 %) was purchased from Fuelink Marketing Sdn. Bhd. 
(Selangor, Malaysia), that was used for the inert atmosphere during carbonization. Iodine 
was acquired from Univar (UK). Potassium iodide was purchased from Ducheda Biochemie 
(Malaysia). All other chemicals of analytical grade were utilized throughout the 
experiments. 
2.2  Preparation of Adsorbate 

Methylene blue (C.I.52015) StainPur was obtained from Systerm. Methylene blue 
solution (1000 mg/L) was prepared through dissolving 1.127 g methylene blue with distilled 
water in the volumetric flask of 1 L [30]. The prepared solution was diluted with distilled 
water to obtain the required concentrations for each experiment. 

2.2  Activated Carbon Preparation 
For the activation process, 10 g of dried BFS was mixed with different chemical reagents 

(ZnCl2, KOH, or H3PO4) at an impregnation ratio of 1:1. Then, 80 mL of distilled water was 
added and agitated utilizing a rotary shaker for 1 hour at 50 °C. The samples were then oven-
dried at 100 °C for 16 hours to get a thick paste. Later, the samples were inserted into a 
Carbolite horizontal tube furnace at 10 °C/min at 500 °C for 60 min under continuous 
flowing nitrogen gas (99.95 %). The carbonization step was conducted in a Lenton 
horizontal tubular quartz reactor (England, UK) consisting of a Carbolite horizontal tube 
electrical furnace (Model CTF, UK) with a maximum operating temperature of 1200 °C, a 
pressure regulating valve, and a controller (Fig. 1). The resulting products were finally 
moved to the desiccator to cool down. The weight of produced activated carbons (BFS-ACs) 
was measured [31].  
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Fig. 1: Schematic diagram of the experimental setup for BFS-ACs production. 

2.4  Activated Carbon Purification  
BFS-ACs were washed utilizing 50 mL of 0.5 M HCl to remove any residual of the 

dehydrating agents and any ash in the samples. The BFS-ACs were frequently washed with 
warm distilled water until a constant pH was achieved and were dried at 110 °C for 24 hours 
using a vacuum oven [31]. 

2.5  Characterization of the Carbonized Carbon   
The following characteristics of the carbonized BFS carbon were determined: 

2.5.1 Proximate Analysis 
The ash content was determined by ASTM D 2866-83 [32], and the moisture content 

of BFS-ACs was measured based on a procedure by ASTM D 2867-91 [33]. 
2.5.2 Determination of the Yield  

Activated carbon yields were calculated based on the equation: 

𝑌𝑖𝑒𝑙𝑑(%) = 	!!

!"
	× 100 (1) 

where Wf is the dry mass of final activated carbon in grams, which is taken after the activated 
carbon is produced. While Wi is the dry mass of BFS in grams, which is taken at the 
beginning of the experiment [34]. 
2.5.3 Determination of the Bulk Density 

The density of the prepared product was determined by wrapping five grams of activated 
carbon in a plastic bag. Then, the sample was placed in a 500 mL graduated cylinder that 
contained water. The difference in the level of water was measured. The density was 
calculated using the equation [35]: 

𝐵𝑢𝑙𝑘𝑑𝑒𝑛𝑠𝑖𝑡𝑦(𝑔 𝑐𝑚"⁄ ) = #$%&'(%)*+(,-./0)&12%(1)
5.678)($8#)

(2) 

2.5.4 Determination of Iodine Number 
Iodine number was carried out following the procedure by Vunain et al. [36]. Potassium 

iodide (4.10 g) was precisely weighed and mixed with 2.70 g of iodine crystals to prepare 
one liter of iodine solution. Standardization of the stock solution was done using a standard 
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solution of sodium thiosulfate (Na2S2O3). Five hundred milligrams of the produced 
activated carbon were transferred to Erlenmeyer flasks of 250 mL and was mixed with 100 
mL of iodine solution. The mixture was left stirring using a rotary shaker at a rapid speed, 
and then the mixture was filtered using filter paper. Only 20 mL of the filtrate was 
transferred into a clean Erlenmeyer flask, where it was titrated with standardized 0.1 N 
sodium thiosulfate (Na2S2O3) until the yellow color disappeared. An amount of starch 
solution (around 1 mL) was added, and the titration continued pending the disappearance of 
the blue indicator color. The amount of iodine adsorbed per milligram, I (mg/g) was plotted 
against the concentration of iodine in the filtrate (C). The residual iodine concentration (C) 
was calculated and the whole procedure of the experiment was repeated using a different 
mass of activated carbon if the value of (C) was not within the range of 0.008-0.04 mol/L. 
The I and C values were calculated by equations (2) and (3), respectively [37].  

𝐼 "
𝑚𝑔
𝑔 % = (𝑁! × 126.93 × 𝑉!) − 34

(𝑉! + 𝑉"#$)
𝑉%

6 × (𝑁& × 126.93 × 𝑉&)7 𝑊#9  (3) 

𝐶 = 𝑁! × 𝑉! (4) 
where N1 is the normality of the iodine solution, N2 is the normality of sodium thiosulfate 
solution, V1 is the additional volume of iodine solution, V2 is the volume of sodium 
thiosulfate solution consumed, VHCl is the additional volume of 5 % HCl, Vf is the filtrate 
volume used in titration and WC is the activated carbon weight. 

2.5.5 Fourier Transform Infrared (FTIR) 
Fourier transform infrared (FTIR) spectroscopic was utilized to analyze the surface 

chemistry of prepared activated carbons (BFS-ACs) and the raw material (BFS) applying a 
Perkin Elmer Frontier model FTIR-spectrometer. Before starting the analysis, the dry 
samples were combined with KBr powder. Then, the mixtures were compressed into 
capsules that were utilized for analysis. The % of absorbance of samples was recorded over 
400 to 4000 cm−1. 
2.5.6 Screening Electron Microscopy (SEM) 

The morphological structure of the BFS and prepared BFS-ACs was observed utilizing 
scanning electron microscopy (SEM). The samples were prepared on a carbon tape and 
images were taken using JEOL-IT100 SEM instrument (JEOL, Japan). Pore size 
measurements were carried out using the measurement tool equipped with the JEOL IT100 
SEM (InTouchScope™ version 1.060). 
2.6  Batch Equilibrium Studies  

In experiments of batch equilibrium adsorption, 0.3 g of different BFS-AC samples 
were weighed and taken in several conical flasks. Methylene blue solution (100 mL) at 
different concentrations (25, 50, 100, 200, 300, 400 mg/L) was added. Then, the flasks were 
placed in a rotary shaker for various contact times (i.e. 5, 10, 15, 30, 60, 120, 180 min) at 
120 rpm at room temperature (27±1°C). The solution was filtered and the residual 
concentration of methylene blue was determined at 660 nm using a UV/vis 
spectrophotometer. 

The amount of methylene blue adsorbed by biosorbent was calculated using the 
following equation: 

𝑞! =
"#'$#(%&

'
(5) 
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where the amount of methylene blue adsorbed per gram of biosorbent at equilibrium (mg/g) 
is represented by (qe), the initial methylene blue concentration is represented by Ci (mg/L), 
the final or equilibrium methylene blue concentration is represented by Cf (mg/L), the 
volume of methylene blue solution in the flasks is represented by V (L) and the weight of 
biosorbent used is represented by W (g) [38].  

The difference between methylene blue concentration before and after adsorption 
(Ci−Cf) to the initial concentration of methylene blue in the aqueous solution (Ci) is known 
as the percentage of methylene blue uptake, and it may be estimated using the following the 
equation: 

𝑅𝑒𝑚𝑜𝑣𝑎𝑙	(%) = "#'$#(%
#'

× 100 (6) 

3. RESULTS AND DISCUSSION
3.1  Characterization of Adsorbent (BFS-ACs)  

3.1.1 Effects of Activating Agents on the Yield of AC 
The yield of prepared BFS-ACs was determined, and the results are shown in Table 1. 

Rendering to the results, the yield of BFS-ACs ranged from 30.3 % to 34.6 %, obtained 
under the same conditions (500 °C for 1 h). All the data presented are the average of three 
replicates. The highest yield was obtained by phosphoric acid (H3PO4) with 30.3 %, 
followed by zinc chloride (ZnCl2) with 33.6 %, and potassium hydroxide (KOH), 
respectively. At a higher temperature, more volatiles and polymeric structures decompose 
such as cellulose, lignin, and hemicellulose are liberated causing a lower yield.  

The existence of H3PO4 over the activation process favors the transformation of 
aliphatic to aromatic compounds, dehydration, promotes depolymerization, and 
redistribution of constituent biopolymers, consequently, raising the yield of activated carbon 
[34].  

Table 1: Yield, moisture content, ash content, bulk density 
and iodine number of prepared BFS-ACs 

Adsorbent Yield 
(%) 

Ash content 
(%) 

Moisture 
content 

(%) 

Bulk 
density 
(g/cm3) 

Iodine 
Number 
(mg/g) 

ZnCl2 33.663 17.3 1.15 0.3 1213.45 
H3PO4 34.396 17.7 5.17 0.3 1248.35 
KOH 30.377 14.3 1.63 0.3 1227.41 

3.1.2 Ash and Moisture Content  
Ash content and moisture content were determined due to their importance, and the 

results are also reported in Table 1. Ash content consists of inorganic substances that lead 
to a rise in hydrophilic nature and could cause catalytic effects leading in restructuring 
pending regeneration of AC [39]. Overall, ash content ranges from 1 to 20 %, which depends 
on the type of raw material, and the activating agents used in the activation process. High 
ash content affects adsorptive capacity and reduces the mechanical strength of carbon, 
therefore, it is unsuitable for the AC [40]. The highest value of ash content was that AC 
produced using H3PO4, whereas the lowest value of ash content was that AC produced using 
KOH. 
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The amount of water physically associated with activated carbon was determined by 
calculating the moisture content, which depends on various porous characteristics like the 
pore volume and surface area. Generally, when activated carbon is exposed to air, that with 
high surface areas absorb more moisture. Some studies reported that the rate of absorption 
of contaminant moisture increases with lower moisture content. The values of 1.15 %, 5.17 
%, and 1.63 % were obtained for ZnCl2, H3PO4, and KOH, respectively. 

The bulk density is the mass of the activated carbon particles divided by the volume 
they occupy. It is an important characteristic of activated carbon for a densified bed or gas 
storage application. The bulk density of the prepared BFS-ACs is 0.3 g/cm3.  
3.1.3 Iodine Number  

Iodine number, also called iodine adsorption, is considered one of the best methods to 
determine the capacity of adsorption and the quality of activated carbon. It is frequently 
utilized because of its simplicity and rapidity [36]. The higher iodine number signifies a 
great probability that activated carbon has a very large micropore structure and has a high 
surface area for the adsorption to take place [37]. Table 1 displays the variation of the iodine 
number for BFS-ACs prepared with different activating agents. H3PO4 impregnated 
activated carbon had the highest iodine number (1248 mg/g), while the lowest iodine 
number was obtained from activated carbon impregnated with ZnCl2 (1213 mg/g). 
Therefore, the iodine number of carbons prepared by activation processes were in the order 
of H3PO4-AC>KOH-AC> ZnCl2-AC. 

3.1.4 Morphological Structures of the Activated Carbon  
After activation in the tube furnace with the three different activating agents (ZnCl2, 

KOH, and H3PO4), the samples were observed utilizing a scanning electron microscope 
(SEM) and the results are presented in Fig. 2. 

The morphological structure of the raw BFS and prepared activated carbons were 
observed using the SEM technique. SEM reveals the raw material (Fig. 2a) have the lowest 
original pores structures. However, the treated-BFS with different activating agents (ZnCl2, 
KOH, and H3PO4) contains more porous structures that are honeycomb-shaped with 
different pore sizes owing to the degradation of the cellulosic fraction, which is affected by 
the pyrolytic decomposition of biomass by influences of activating agents.  

There is no difference in the material that has been used as raw material to prepare the 
AC, however, there are morphological differences between the prepared AC obtained which 
refer to tremendous differences in the activating agents that were used and their different 
reaction mechanisms. ZnCl2 encouraged the elimination of water molecules from the 
lignocellulosic structures of the raw materials, while H3PO4 combined chemically into the 
lignocellulosic structures. Therefore, there is no selective elimination of carbon over the 
activation which ameliorates the yields. The KOH mechanism is more complex and contains 
the disintegration (almost explosively) of the structure following intercalation and some 
gasification by oxygen molecules of hydroxide as well [41]. 

Many mesopores with an irregular yet extremely porous structure were occupied by the 
KOH-AC structure (Fig. 2b). On the other hand, H3PO4 and ZnCl2 activated carbons (Fig. 
2c and 2d) clearly show developed honeycomb as strongly defined pores with regularity and 
cavities compared to raw BFS and ZnCl2-AC. Zinc chloride activated carbon exhibited a 
high macropore size with an average of 44.21 µm, followed by KOH with an average of 
42.24 µm, and H3PO4 with an average of 27.90 µm. Besides, the pores in the KOH 
micrograph are greater than in the H3PO4 and ZnCl2 micrographs. Therefore, there is great 
potential to absorb and trap methylene blue. 
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Fig. 2: SEM photomicrographs of (a) BFS; (b) AC produced from BFS using KOH; 
(c) AC produced from BFS using H3PO4; (d) AC produced from BFS using ZnCl2

(magnification scale ×1000). 

3.1.5 Surface Chemistry  
The IR spectrum of raw BFS and BFS-ACs samples were recorded using a KBr disk in 

conjunction with a Perkin-Elmer infrared spectrophotometer. Figure 3 displays the results, 
and the graphs were taken between the wavenumbers of 4000 cm-1 and 400 cm-1. As can be 
seen, the raw BFS spectrum exhibited more absorption peaks than the BFS-ACs spectrum, 
where several peaks that were present in the raw BFS disappeared once the activation step 
was performed, owing to the elimination of heat-sensitive functional groups at high 
temperatures and volatiles. 

For the raw BFS, the broad band at 3285.18 cm-1 is characteristic of a stretching 
vibration of hydrogen-bonded (O-H) hydroxyl groups of cellulose, pectin, and lignin [18]. 
The peak appearing at 2889.65 cm-1 is described to (C–H) symmetric stretching and (–CH2) 
alkyl groups. The small bands observed at 2160 cm-1 and 2031 cm-1 are due to the presence 
of (C≡N) stretching [18,34,36]. The brand at around 1613.83 cm-1 is the (C=O) stretching 
vibration due to bonds of esters and phenols [42], which disappeared in BFS-ACs. A 
comparatively low-intensity peak at 1367 cm-1 is owing to the presence of (C–O–C) 
stretching or C=C stretching that can be ascribed to the existence of ester, ether,and phenol. 
A peak situated at around 1033.37 cm-1 is the characteristics of anhydrides (C–O), which is 
observed also in ZnCl2-AC and disappeared completely in KOH and H3PO4. The principal 
functional groups in BFS are hydroxyl groups, carbonyl groups and carboxyl groups. 

FTIR spectrum of all prepared BFS-ACs shows broad weak peaks around 3900–3600 
cm−1. For H3PO4 and KOH activated carbons present a similar FTIR spectrum, which 
indicates the identical type of surface functional groups. The FTIR spectrum of BFS-ACs 
shows distinguished characteristic peaks as follows: 3333.13 cm-1 (vibrations of O–H 
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groups), 2886.24 cm-1 (stretching of C–H), 2161.38 cm-1 (stretching of C≡C), 1574.71 cm-1 
(stretching of C=C), 1255.45 cm-1 (stretching of C–O), respectively. KOH activated carbon 
presents peaks with slighter intensity as contrasted to H3PO4, which demonstrates a lower 
quantity of functional groups in KOH. As stated by Puziy et al., the band obtained by H3PO4 
at 1179 cm-1 can be assigned to the phosphorous-containing group P–O, O–C stretching 
vibrations in P–O–C linkage, and P=OOH [43]. On the other hand, the ZnCl2 activated 
carbon, the very small bands around 2358 and 1087 cm-1 are related to the C≡N and the C–
O stretching, respectively. 

Fig. 3: Fourier transform infrared spectrum for raw Baobab fruit shells and BFS-
derived activated carbons (BFS-ACs). 

3.2  Adsorption Process  
3.2.1 Effect of Initial Methylene Blue Concentration 

For the adsorption process, the prepared BFS-ACs were employed as adsorbents to 
study the effect of chemical activating agents on the adsorption of methylene blue. The 
adsorption studies were performed using adsorbent of 3 g/L at agitation speed of 120 rpm 
at 27±1 °C. Figure 4 shows the effect of initial concentration on methylene blue adsorption, 
which were carried out at different initial dye concentrations (25 to 400 ppm). The results 
revealed that the actual amount of MB adsorbed (mg/g) increased with the increase in the 
initial dye concentration. The analysis of these results shows that the methylene blue uptake 
efficiencies of the prepared activated carbons were almost similar at low concentrations and 
significantly different at high concentrations. 
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Fig. 4: Effect of initial concentration on methylene blue adsorption  
(adsorbent dose = 3 g/L, stirring speed = 120 rpm, temperature = 27±1 °C,  

volume of solution = 100 mL). 

From the graph, it can be seen that the percentage of methylene blue removal decreased 
with the increase of the initial dye concentration. Where a high concentration of methylene 
blue contributes to higher interaction between methylene blue and adsorbent. Similar results 
were reported in the literature for the removal of methylene blue [44]. 

Generally, a high efficiency of removal of methylene blue was observed in KOH 
activated carbon, followed by H3PO4 and ZnCl2 as have been revealed by another study 
[17]. However, at low concentration (25, 50, and 100 ppm), the efficiency of the removal of 
methylene blue by H3PO4 activated carbon reached to 98.97 %, 97.84 %, and 96.48 %, 
respectively, which is higher than the efficiency of the two other prepared activated carbons. 
Whereas, at high concentration (200, 300, and 400 ppm), the efficiency of dye removal by 
KOH activated carbon attained was 92.82 %, 89.1 %, and 83.48 %, respectively, which is 
higher than the efficiency of H3PO4 and ZnCl2 activated carbons. Significant uptake of KOH 
compared to ZnCl2 and H3PO4 could be explained by differences in the morphological 
structure of the activated carbon, as shown in Fig. 2.   

3.2.2 Effect of Contact Time on Methylene Blue Adsorption 
The adsorption data for the removal of methylene blue dye versus contact time at 

different initial concentrations is demonstrated in Fig. 5. The adsorption studies of MB into 
BFS-ACs were followed over 3 hours. In general, most of the methylene blue removal takes 
place during the first 30 minutes. The equilibrium adsorption was achieved after 1 hour and 
no remarkable changes being observed for longer contact time. The results show that the 
adsorption capacity of methylene blue on BFS-ACs dramatically augmented during the 
preliminary period and thereafter with slower speed. The adsorption capacity is highly 
prompted by the number of available active sites, which are numerous at first; consequently, 
the adsorbate extends the active sites easily. Afterward, the number of active sites reduces, 
and the adsorbent surface turns out to be saturated [45]. 
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Fig. 5: Effect of contact time on methylene blue adsorption (a) ZnCl2 -AC,  
(b) KOH-AC, (c) H3PO4-AC (adsorbent dose = 3 g/L, stirring speed = 120 rpm,

temperature = 27±1 °C, volume of solution = 100 mL). 

Figure 5a displays that the time to attain equilibrium was observed to be 10 min for 25 
and 50 mg/L, whereas this increased to 60 min for a concentration of 300 and 400 mg/L. 
The increasing trend stopped once a state of equilibrium was achieved. At this stage, the 
quantity of MB was not significantly changed with time, which indicates that time is 
sufficient to accomplish equilibrium for the maximum elimination of dye from aqueous 
solutions by ZnCl2-AC. A significant amount of dye was removed by KOH-AC (Fig. 5b) in 
the first 30 min of contact time due to the existence of a huge number of active sites on the 
surface of activated carbon. The adsorption equilibrium of methylene blue adsorption on 
KOH-AC increased from 7.75 to 111.36 mg/g as the initial concentration of methylene blue 
increased from 25 to 400 mg/L. Methylene blue adsorption onto the H3PO4-AC (Fig. 5c) 
followed a similar trend as methylene blue adsorption onto ZnCl2-AC. At the equilibrium, 
the adsorption capacity increased from 8.02 to 103.86 mg/g, while the removal percentage 
dropped from 98.97 to 77.86 % with a rise in the initial methylene blue concentrations from 
25 to 400 mg/L (see Fig. 4). 

Generally, the equilibrium was achieved within approximately the first hour of 
adsorption, indicating a favorable interaction between the methylene blue dye and BFS-
ACs. These results were similar to those reported by some previous studies [8,15,25,46]. 
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3.3  Adsorption Isotherms Models  
Adsorption isotherms have been used to illustrate how the adsorbate molecules 

distribute between the liquid and solid phases. That is generally significant for the 
adsorption system design [12]. Adsorption isotherms results are typically presented as a plot 
of the adsorbed chemical concentration (mg/g) versus the remainder of the solution 
concentration (mg/L). In this study, the data of adsorption equilibrium was modeled to 
Langmuir and Freundlich isotherms. 
3.3.1 Langmuir Isotherm  

The Langmuir isotherm model suggests single-layer surface sorption with no 
transmigration of the sorbate on the surface without interplaying the sorbed molecules and 
the uniform energy of absorption [47]. Equation 7 describes the linear form of the Langmuir 
model and a plot of Ce/qe against Ce is presented in Fig. 6. The slope and the interception 
are used to evaluate the maximum adsorption capacity (qm) and the adsorption rate (KL), 
respectively. 

𝑪𝒆
𝒒𝒆
= 𝟏

𝒒𝒎𝑲𝑳
+ 𝑪𝒆

𝒒𝒎
(7) 

where KL (L/mg) and qm (mg/g) are Langmuir constants related to rate of adsorption and 
adsorption capacity, respectively. Ce is the equilibrium concentration of the adsorbate 
(mg/L). 

Fig. 6: Langmuir isotherm plot for the removal of methylene blue at 27±1 °C. 

42



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Nedjai et al. 
https://doi.org/10.31436/iiumej.v22i2.1682

3.3.2 Freundlich Isotherm 
The Freundlich isotherm is an empirical model based on the heterogeneous surface 

adsorption and on working sites with various energies [48]. The following equation 
indicates the linear form of the Freundlich isotherm:  

𝑙𝑜𝑔 𝑞! = 𝑙𝑜𝑔𝐾, +	
-
.
𝑙𝑜𝑔 𝐶! (8) 

where qe is the amount of MB adsorbed at equilibrium (mg/g); Ce is the equilibrium 
concentration of the adsorbate (mg/L); KF ((mg/g) (L/mg)1/n) and n are Freundlich constants 
relating respectively to the adsorption capacity of the adsorbate and the favorability of 
adsorption process. If the value of 1/n is less than 1, the adsorption is favorable.  

Fig. 7: Freundlich isotherm plot for removal of methylene blue 
onto synthesized BFS-ACs at 27±1 °C. 

Table 2: Isotherm model parameters and correlation coefficients of MB adsorption 
onto synthesized BFS-ACs at 27±1 °C 

Adsorbent Langmuir parameters Freundlich parameters 
KL

(L/mg) 
qm

(mg/g) 
R2 KF 

(mg/g)(L/mg)1/n 
1/n 

(L/mg) 
n R2 

ZnCl2-AC 0.044 90.45 0.9963 6.663 0.557 1.793 0.9506 
H3PO4-AC 0.1262 109.98 0.9891 13.188 0.446 2.238 0.9888 
KOH-AC 0.060 113.63 0.9978 8.388 0.666 1.501 0.9770 
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Table 2 lists all parameters and determination coefficients (R2) of MB adsorption on 
BFS-ACs. For the Freundlich isotherm, the slope 1/n of 0 to 1 tests the adsorption intensity 
or surface heterogeneity of the adsorption and is increasingly heterogeneous as its value 
reaches nil. A value of 1/n lower than 1 suggests a normal Freundlich isotherm, whereas 1/n 
higher than 1 suggests stronger sorption strength [49,50]. The results of adsorption 
processes showed that the values of 1/n were 0.557, 0.446, and 0.666 for ZnCl2, H3PO4, and 
KOH, respectively, indicating that the conditions of adsorption in this study are favorable. 
It could be observed that H3PO4 showed stronger affinity and greater heterogeneity for MB 
than ZnCl2 and KOH.  

Based on the R2, the Langmuir model produced a better fit for the experimental data 
with higher R2 for the three produced activated carbons, indicating that the adsorption 
process occurred on a uniform surface and there was no transmigration of the MB dyes. 
Therefore, the methylene blue adsorption onto the adsorbent tended to monolayer 
adsorption. Furthermore, the Langmuir model shows that the maximum adsorption 
capacities (qm) were 90.45 mg/g, 109.98 mg/g, and 113.63 mg/g for ZnCl2, H3PO4, and 
KOH, respectively. These agree well with the experimental results, which also showed that 
the adsorption process was in line with the Langmuir model. Table 3 shows a comparison 
of the maximum sorption capacities of the methylene blue with other reported values for 
some agricultural by-products based activated carbons. The findings from this table showed 
that BFS-ACs can effectively be used for the removal of MB dyes from the aqueous 
resolution with a great absorption capacity compared to many other sorbents. 

Table 3: A comparison of maximum adsorption of methylene blue onto activated 
carbons produced from different precursors 

Precursor Activating agent Adsorption 
capacity (mg/g) 

References 

Cashew nutshell KOH 68.72 [51] 
Pineapple waste biomass ZnCl2 288.34 [52] 

Coconut (Cocos nucifera) Leaf H3PO4 250 [53] 
Wood KOH 59.92 [54] 

Corn cob residue H3PO4 183.3 [55] 
Baobab fruit shell H3PO4 334.45 [18] 

Baobab fruit shell ZnCl2 90.45 This Study 
H3PO4 109.98 
KOH 113.63 

3.4  Adsorption Kinetic Studies 
The time-dependent experimental data were evaluated in order to investigate the rate-

limiting step by adapting them to different kinetic models, namely the pseudo-first order 
model [56] and the pseudo-second order model [57]. Linear forms of pseudo-first order and 
pseudo-second-order kinetic equations are represented by Equations (9) and (10), 
respectively.  

ln(𝑞! − 𝑞/) = ln 𝑞! − 𝑘- 𝑡        (9) 

/
0,
=	 -

(2-0.-)
+ -

0.
𝑡 (10) 
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where k1 (min-1) and k2 (g/min/mg) are the rate constant of the pseudo-first order and pseudo 
second-order adsorption, qe (mg/g) and qt (mg/g) are the amounts of MB adsorbed onto 
BFS-ACs at the equilibrium and at any time t (min). 

The values of first-order rate constants (k1) and the equilibrium adsorption capacities (qe) 
were determined from the slope and intercept of the plots of ln (qe-qt) against t, respectively. 
While the second-order sorption rate constants (k2) and the equilibrium adsorption capacities 
(qe) were determined from the slopes and intercepts of the plots of t/qt versus t. Table 4 lists 
the derived kinetic parameters for the pseudo-first and pseudo-second order. From Table 4, 
the values of the rate constant pseudo-first-order model did not follow any particular pattern 
and the equilibrium adsorption capacities (qe cal) were quite different and not in agreement 
with experimental data, and the correlation coefficients (R2) of the pseudo-first order model 
were low values. On the other hand, the correlation coefficients (R2) of the pseudo-second-
order model are close or equal to 1 for all initial concentrations of the different carbons 
prepared, indicating that the experimental kinetic data fitted the pseudo-second-order model 
better (see Table 4). Furthermore, the equilibrium adsorption capacities calculated (qe cal) 
values that were obtained from the second-order equations are very similar to equilibrium 
adsorption capacities experimental (qe exp), suggesting that the second-order model is more 
suitable for the kinetics of the methylene blue and the rate-limiting step of MB onto BFS-
ACs may be chemisorption. The rate constant (k2) values decrease with the initial methylene 
blue concentration increasing owing to the lower competition for the sorption surface sites 
at lower concentrations [51].  

Table 4: Kinetic model parameters and correlation coefficients for 
adsorption of MB onto ZnCl2-AC, H3PO4-AC, and KOH-AC 

Adsorbent C0 
(ppm) 

qe exp 
(mg/g) 

Pseudo-first-order kinetics Pseudo-second-order kinetics 
qe  cal 
(mg/g) 

k1(/min) R2 qe  cal 
(mg/g) 

k2 

(g/min/mg) 
R2 

ZnCl2 25 7.472 0.00680 0.0297 0.51 7.4794 0.8392 1 
50 15.252 0.00023 0.0204 0.22 15.2671 1.3000 1 
100 30.805 35.1803 0.0306 0.74 30.8641 0.0187 0.9996 
200 53.583 36.8468 0.051 0.69 54.6448 0.0072 0.9993 
300 71.916 52.7351 0.0442 0.74 72.4637 0.0100 0.9998 
400 89.302 59.2788 0.0555 0.69 90.0900 0.0079 0.9999 

KOH 25 7.750 0.000040 0.1015 0.2254 7.7579 1.3962 1 
50 15.805 0.0039 0.0217 0.33 15.8227 0.5547 1 
100 31.916 2.4027 0.0398 0.5143 32.3624 0.0148 0.9995 
200 58.583 0.2343 0.0886 0.5335 59.5238 0.0076 0.9993 
300 87.472 142.6921 0.1052 0.719 89.2857 0.0031 0.999 
400 111.361 85.9824 0.0926 0.719 112.3595 0.0056 0.9998 

H3PO4 25 8.021 0.000037 0.0197 0.2182 8.0192 9.7188 1 
50 16.311 0.000110 0.0233 0.2252 16.3132 0.8946 1 
100 32.751 0.3016 0.0473 0.5372 32.8947 0.0486 1 
200 58.31 5.0944 0.0392 0.5014 59.1715 0.0095 0.9995 
300 85.521 106.1451 0.0626 0.696 86.9565 0.0044 0.9994 
400 103.861 120.0051 0.0620 0.6974 105.2631 0.0036 0.9992 
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4. CONCLUSION
The present study has put forward that baobab fruit shell is a promising precursor in

generating high quality activated carbon at an affordable price. The results showed that 
KOH was found more effective than the other activating agents (ZnCl2 and H3PO4) under 
the same conditions for the methylene blue removal. According to the results, properties of 
the activated carbon are significantly influenced by interaction with various chemical 
agents. Adsorption capacity of the adsorbent was affected by initial Methylene Blue 
concentration and contact time. SEM micrographs indicate that pores of varying sizes and 
shapes have been obtained from various active agents. Besides, chemical reagents had a 
significant effect on the nature of the surface functional groups as shown in FTIR results. 
The adsorption studies show that the pseudo second order model provided the best 
description of the kinetic uptake properties. On the other hand, the adsorption isotherms 
were well described by the Langmuir model. The results indicate that BFS-ACs is an 
effective adsorbent for MB adsorption from aqueous solutions. 
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ABSTRACT:   The present study aimed to investigate the anti-proliferative effect of the 
ionic liquid-Graviola fruit (IL-GFE) extract on colon adenocarcinoma (HT29) cell lines 
and their kinetics behaviour to assess the Graviola fruit potential as a therapeutic 
alternative in cancer treatment. The phytoconstituents content of IL-GFE was identified 
using GC-TOFMS apparatus and measured its cytotoxicity on HT29 by tetrazolium 
bromide. Then the cytokinetic behaviour of the treated HT29 cells with IL-GFE was 
illustrated using the cells' growth curve. Besides, the cell cycle phase perturbation for the 
treated HT29 was applied using a flow cytometry technique. Qualitative identification of 
phytoconstituents of IL-GFE showed that Graviola fruit contains acetogenins, alkaloids, 
flavonoids, tannins and saponins compounds. IL-GF extract displayed a cytotoxicity effect 
on HT29 cells with the IC50 value of 10.56 µg/mL, while Taxol showed an IC50 value of 
1.22 µg/mL. IL-GFE also decreased the cell generation number from 3.93 to 2.96 
generations compared to Taxol-treated cells 2.01 generations. The microscope observation 
of the HT29 cells treated with the crude IL-GFE displayed loss of density and cell 
detachment. The extract's growth inhibition was related to the cell cycle arrest at the G0/G1 
phase. IL-GFE inhibited colon adenocarcinoma HT29 cells' proliferation and affected their 
kinetic behaviour by lowering cell viability, inducing apoptosis, and arresting the cell 
cycle at the G0/G1 phase.  

ABSTRAK: Kajian ini bertujuan untuk mengkaji kesan anti-proliferatif ekstrak buah-ion 
Graviola (IL-GFE) pada garis sel adenokarsinoma kolon (HT29) dan tingkah laku kinetik 
mereka untuk menilai potensi buah Graviola sebagai alternatif terapi untuk barah rawatan. 
Kandungan fitokonstituen IL-GFE dikenal pasti menggunakan alat GC-TOFMS dan 
mengukur sitotoksisitasnya pada HT29 oleh tetrazolium bromida. Kemudian tingkah laku 
sitokinetik sel HT29 yang dirawat dengan IL-GFE digambarkan menggunakan keluk 
pertumbuhan sel. Selain itu, gangguan fasa kitaran sel untuk HT29 yang dirawat 
diaplikasikan menggunakan teknik sitometri aliran. Pengenalpastian kualitatif 
fitokonstituen IL-GFE menunjukkan bahawa buah Graviola mengandungi asetogenin, 
alkaloid, flavonoid, tanin dan sebatian saponin. Ekstrak IL-GF memperlihatkan kesan 
sitotoksisiti pada sel HT29 dengan nilai IC50 10.56 µg/mL, sementara Taxol menunjukkan 
nilai IC50 1.22 µg/mL. IL-GFE juga menurunkan jumlah penjanaan sel dari 3.93 hingga 
2.96 generasi berbanding sel yang dirawat Taxol 2.01 generasi. Pemerhatian mikroskop 

50



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Daddiouaissa et al. 
https://doi.org/10.31436/iiumej.v22i2.1687

sel HT29 yang dirawat dengan IL-GFE kasar menunjukkan kehilangan ketumpatan dan 
detasmen sel. Perencatan pertumbuhan ekstrak berkaitan dengan penangkapan kitaran sel 
pada fasa G0/G1. IL-GFE menghalang percambahan sel HT29 adenokarsinoma kolon dan 
mempengaruhi tingkah laku kinetik mereka dengan menurunkan daya maju sel, 
mendorong apoptosis, dan menghentikan kitaran sel pada fasa G0/G1. 

KEYWORDS: colon cancer; cell cycle; flow cytometry; Graviola (Annona muricata); growth 
kinetics; GC-TOFMS; ionic liquids 

1. INTRODUCTION
Fruit consumption is hugely recommended to preserve the healthy life of a human

being. Annona muricata is known as Graviola, also called soursop in English, due to its sour 
and delicious fruit [1]. Graviola is predominately harvested in the tropical and subtropical 
regions of the world. Nowadays, Graviola fruit is vastly utilised to produce syrups, 
beverages and candies [2]. All Graviola tree parts have ethnobotanically reported being used 
in alternative medicine, mainly the fruit that is obtained to reduce worms and parasites [3], 
treat fever and enhance mother's milk [4], as well as renal, liver infections [5], hypertension 
[6] and cancer treatment [7]. The frequent use of Graviola in treating cancer may be related
to its cytotoxic selectivity to cancer cells [4,8,9]. Also, studies have reported that the toxicity
of Graviola to the cancer cells was more than healthy cells [10-12].

The potential anticancerous of the Graviola fruit extract was reported to be related to 
the phytochemicals called annonaceous acetogenins that are thought to be cytotoxic against 
different cancer cell lines, as highlighted in our previous study [13]. Recently, researchers 
are interested in the antitumor activity of acetogenins, as these are the main compounds 
isolated from the fruit [14]. The latest study confirmed that the IL-GFE showed selectivity 
toward cancer cells by affecting only the breast adenocarcinoma (MCF-7) cell lines but not 
the normal (VERO) cell lines, even with a high dose of 100 µg/mL [15]. This finding is in 
agreement with a study conducted by Dai et al. [11]. Hence, the Graviola fruit can be a 
promising substitute or complementary supplement to reduce tumour cell proliferation 
generally. 

Colon adenocarcinoma is a frequently high incident rate in both sexes, with an 
estimation of 101,420 new cases and 51,020 colon cancer (CC) deaths in the United States 
in 2019 [16]. Therefore, it is hypothesised that the recent rapid declines in the colon cancer 
rate are due to the increased uptake of colonoscopy, which now is a useful screening test. 
Common used protocols in cancer treatment such as radiotherapy, chemotherapy and 
surgical intervention cause various side effects such as nausea, fatigue, hair loss, vomiting 
and weak immune system [17]. Hence, new approaches to treat cancer are highly 
recommended. Lately, our research team has successfully extracted bioactive compounds 
from Graviola fruit by ionic liquid-microwave-assisted extraction technique and showed a 
positive effect on breast cancer (MCF-7) cell line while it was safe toward normal VERO 
cell line [15]. Moreover, this extract did not cause any significant toxicity on the 
morphology of the treated zebrafish model [18].  

Ionic liquid-based microwave-assisted extraction (IL-MAE) method has been applied 
successfully to the efficient extraction of bioactive compounds from medicinal plants. This 
is related to the high extraction efficiency, shorter extraction time and the unique properties 
of ILs which is proposed to be an environment-friendly technique in sample preparation. 
This may replace the well-known solvent used in extraction technique such as methanol 
(MeOH) in which, its toxicity makes it undesirable for eco-friendly approaches [19]. It is 
expected that the IL-MAE method would be able to extract new bioactive compounds from 
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Graviola fruit that are safe for human consumption to be used in cancer treatment. Many 
outcomes achieved by using ionic liquid-based processes in the extraction and isolation of 
several bioactive compounds such as small natural compounds from biomass, lipids, 
proteins, amino acids and pharmaceuticals [20]. 

Bogdanov [21] has reviewed the mechanism of ILs action in the process of solid-liquid 
extraction from the plant, showing that the ILs can attribute to the solvent-matrix 
interactions, which leads to the modification of permeability of the plant matrix. This is due 
to the disruption of the cell tissue and modifying the matrix permeability through the 
interaction of the H bonding with the carbohydrates from the cell walls. A previous study 
carried out by Cláudio et al. [22] reported that aqueous solution of [C4mim]Cl is the 
appropriate extractive solvent of caffeine from Paullinia cupana seeds (guaraná) in which, 
at the optimum extraction conditions of (2.34 M [C4mim]Cl, 70 °C, 30 min, s/l ratio 1:10) 
the extraction efficiency was enhanced by 50% compared with the one obtained by Soxhlet 
extraction method using dichloromethane solvent. Another study conducted by Wang and 
co-workers. [23], reported that the 1-hexyl-3-methylimidazolium tetrafluoroborate 
[C6mim][BF4] water solution was used to extract lipophilic and hydrophilic metabolites 
from chrysanthemums and showed better extraction performance for the desired product 
than methanol. The ILs extraction ability relies on their physicochemical characteristics, 
such as hydrophobicity, hydrogen bonding ability and viscosity, which may have promising 
applications in the extraction of the natural product from plant supplies [24]. Thus, this 
research aimed to explore the phytochemical content and the potential anti-proliferative of 
the ionic liquid extract of Graviola fruit (IL-GFE) toward colon adenocarcinoma cell lines 
using MTT assay, cytokinetic behaviour and the flow cytometry technique. 

2.   MATERIALS AND METHODS  
2.1  Chemicals and Reagents 

All experimental chemicals utilised in this study were laboratory grade. The 1-Butyl-3- 
Methylimidazolium Chloride [C4MIM][Cl] 96% solution was obtained from (Alfa, USA). 
The N,O bis(trimethylsilyl)-trifluoroacetamide (BSTFA) 99% was purchased from (Sigma-
Aldrich, USA). Media for cell growth include Dulbecco's modified Eagle's medium 
(DMEM), fetal bovine serum (FBS) and penicillin/streptomycin were purchased from 
(GIBCO®, USA). For the anti-proliferative assay, the 3-(4,5-dimethylthiazol-2-yl)-2,5-
diphenyl-tetrazolium bromide (MTT reagent) and the accutase solution (cell detachment) 
were obtained from (ICT, USA). In addition, the RNase A / Prepodium iodide kit of the cell 
cycle assay was purchased from (Beckman Coulter, USA). All these reagents were utilised 
to evaluate the anti-proliferative activity of IL-GF extract on colon adenocarcinoma cell 
lines. 
2.2  Fruit Sample Preparation 

Graviola fruit samples (DB3) were chosen randomly from the farm of Adikafirdaus 
(4.5921° N, 101.0901° E), Perak state, Malaysia. After that, the fruits were properly cleaned 
to eliminate all traces of insects and dust, removed the pericarp and seeds. The fruit pulp 
was then frozen at -20 °C for 72 hrs, then freeze-dried using a lyophiliser (Christ Alpha) 
based on the methodology of Hoeing [25]. Next, the dried sample was weighed and stored 
in falcon tubes at -20 °C for further analysis [26]. The fruit samples were stored in the 
herbarium with voucher number KAED/HBL/S1A047/2018/707 at the Kulliyyah of 
Architecture and Environmental Design, IIUM. The plant name was checked on 
www.theplantlist.org. 
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2.3  Fruit Sample Extraction 
The dried Graviola fruit sample was extracted as described in our previous study [15]. 

In brief, the dried sample was mixed at a ratio of [1:30] g/mL of 0.5 mol/L of [C4MIM][Cl] 
reagent. The extract suspension was heated under a microwave oven with irradiation power 
of 700 W for 3 min. Then, the fruit extract (IL-GFE) was cooled down to room temperature 
and then filtered using a 3 mm Whatman filter paper. A back extraction to recover the ionic 
liquid was applied using phase separation with ethyl acetate at a ratio of 1:2 [27]. The extract 
was then lyophilised by freeze drier for 72 hrs. Finally, the dried extract was stored at 4 °C 
chiller until further analysis [28,29].  
2.4  GC-TOFMS Sample Preparation and Analysis 

The phytochemicals content of IL-GFE was identified using gas chromatography (GC–
TOFMS) analysis; the dry IL-GF extract was silylated by using N,O bis(trimethylsilyl)-
trifluoroacetamide (BSTFA) / acetonitrile (40:60; 1000 μL) and incubated at 60 °C for one 
hour. The sealed vials were vortexed at an interval of 1 min to achieve complete silylation. 
Silyl derivatisation is a common process to raise the volatility and detectability of the 
chemical compound in GCMS analysis [30]. In this research, GC-TOFMS analysis of the 
IL-GFE used a 7890A Agilent-Technologies GC system formed by a 7693-mass 
spectrometer system detector (Agilent Technologies, USA). The method of Muhamad et al. 
[31] was adopted with modification. The MS detector was run with an electron energy of
70 eV and a mass range of m/z 50–550. An HP-5 MS capillary column of (30 m × 0.25 mm,
0.25 µm film thickness) was utilised for separation. The GC oven temperature was set at 80
°C for 2 min, then raised to 240 °C at 5 °C/min and held for 5 min then finally increased to
300 °C at a rate of 3 °C/min and kept for 5 min. The temperature of the GC injector and MS
transfer line was set at 225 °C and 300 °C, respectively. The sample was injected in the
splitless mode at a ratio of 1:10. The carrier gas (helium) was utilised at a constant flow rate
of 1.2 mL/min. Consequently, essential compounds were identified by comparing their
retention time and mass spectra with those of the standard and authentic compounds at the
National Institute of Standard (NIST) library.
2.5  Cell Culture 

In This Study, the colon adenocarcinoma HT29 cell line (ATCC No: HTB-22™) was 
used as the experimental tumour cell. These cells were obtained from the American Type 
Collection Culture and stored in liquid nitrogen until further utilisation. After thawing the 
frozen cells, they were inoculated into 25 cm2 T-flask with 5 mL of complete media, 
including DMEM complemented with 10% FBS and 1% pen/strip. Next, the culture cells 
were incubated at a 95% humidified incubator with 5% CO2 at 37 °C. Then, the cells were 
used for further experimental analysis when they reached approximately 80% confluence. 
2.6  The MTT Cell Viability Assay 

The viable cell number was quantified using the tetrazolium-based colourimetric (MTT 
assay). The confluent cells were detached from the bottom of the T-flask by adding 2 mL 
of accutase, and then the cell was counted using a haemocytometer. Almost 5.0 x 104 cells 
were suspended in 100 µL of media and plated in each well of 96-well plate then incubated 
in a 5% CO2 incubator for 24 hrs. After removing the media, 20 µL of serial dilutions (6.25-
400 µg/mL) of the IL-GF extract in media free-FBS were added to the cells (triplicate wells 
per condition). The negative control received only DMSO, and the positive control treated 
with Taxol (0.39-6.25 µg/mL). The treated cells were incubated for 48 hrs, then added 20 
µL of MTT reagent (5 mg/mL) into different wells. The incubation was then extended for 
another 3 hours then the media was carefully discarded. Next, the solubilisation liquid 
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(DMSO) (100 µL) was applied to each well to solubilise formazan then shake for 15 min at 
room temperature [32]. Finally, the formazan absorbance was measured at 570 nm by a 
microplate reader. The percentage of viable/dead cells were calculated, and the IC50 of IL-
GF extract toward HT29 was determined using equation 1:  

𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝐶𝑒𝑙𝑙 𝑉𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (%)  

=
𝐴𝑏𝑠 𝑜𝑓 𝑡𝑟𝑒𝑎𝑡𝑒𝑑 𝑐𝑒𝑙𝑙𝑠

𝐴𝑏𝑠 𝑜𝑓 𝑢𝑛𝑡𝑟𝑒𝑎𝑡𝑒𝑑 𝑐𝑒𝑙𝑙𝑠
𝑥 100                                (1) 

2.7  The 50% Inhibitory Concentration Estimation 
The inhibitory effect of the IL-GF extract on the colon cancer cell growth was shown 

as the inhibitory concentration that induced 50% inhibition of the cell population (IC50). 
This IC50 value was obtained graphically by plotting the percentage of viable cells against 
the associated different concentrations of the IL-GF extract used. Findings were presented 
as the mean ± one standard error (SE), and statistically, the P ≤ 0.05 level was considered 
acceptable. 
2.8  Growth Kinetics Study 

The growth kinetics study was performed to establish a model that predicted the IL-
GFE effect on treated and non-treated colon adenocarcinoma HT29 cell lines and compared 
it to Taxol-treated cells as a positive control. First, HT29 cells were counted and inoculated 
into 25 cm2 T-flask at 2.0 × 105 cells/mL and incubated for 24 hrs. There were three groups 
of flasks in this study (triplicate flasks per condition): untreated HT29, Taxol-treated HT29 
at the IC50 value of 1.22 µg/mL and HT29 treated with IL-GF extract at the IC50 value of 
10.56 µg/mL [33]. The treated cells in 20 flasks per group were counted every 8 hrs interval 
(from 0 to 144 hrs). After incubation, the media was discarded, and the cells received fresh 
media containing the samples, then incubated from 0 to 144 hrs. Cell images were observed 
and recorded every 8 hours using a 10X magnification microscope. After that, cells were 
harvested from a monolayer and quantified using a trypan blue dye exclusion assay [34]. 
Finally, the cell viability number was determined by using Eq. 2: 

𝐶 = 𝑛 𝑥 2 𝑥 104                              (2) 
Where n presents the average of the quantified cells, the number 104 is the conversion of 
volume 0.1 mm3 to 1 millilitre, and 2 is the dilution factor. The growth kinetics graph was 
plotted using the resulted data to calculate the number of cell generation, the specific growth 
rate and doubling time by using Eqs. (3), (4) and (5).  

𝑋 =
𝐿𝑜𝑔10𝑁 − 𝐿𝑜𝑔10𝑁0

𝐿𝑜𝑔102
                               (3) 

𝐿𝑜𝑔10𝑁 = 𝐿𝑜𝑔10𝑁0 + 𝜇𝑡 (4) 

𝑡𝑑 =
𝐿𝑜𝑔102

𝜇
=  

0.301

𝜇
 (5) 

Where (X) is the number of cell generation; (N) is the number of cells at the end; (N0) is the 
primary number of cells; (µ) is the specific growth rate; (t) is the duration of treatment; (td) 
is the doubling time.       
2.9  Cell Cycle Assay 

The cell cycle phase perturbation in IL-GF extract-treated HT29 was analysed in a time-
dependent manner using flow cytometry. First of all, approximately 5.0 x 104 of colon HT29 
cell lines were inoculated into 25 cm2 T-flask and incubated for 24 hrs. After that, the media 

54



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Daddiouaissa et al. 
https://doi.org/10.31436/iiumej.v22i2.1687

was discarded and replaced with new media contains IL-GF extract at the IC50 concentration 
value, then incubated progressively for 24, 48 and 72 hrs. After harvesting the cells with 
accutase, cells were thoroughly washed using 1X PBS and centrifuged at 1500 rpm for 5 
min. The cells were fixed for one hour with 2 mL of 70% ethanol then centrifuged at 4000 
rpm for 10 min at room temperature. Then removed the supernatant and washed the cells 
with PBS. Next, the treated cells were stained with 500 µL of  0.05 mg/mL of RNase A and 
0.05 mg/mL of propidium iodide reagent in PBS [35]. The perturbation in cell cycle phases 
between the treated and untreated HT29 cells (10,000 events/group) was determined by the 
flow cytometry (CytoFLEX S, Beckman Coulter, USA). The cells in phases S and G2M 
were considered as proliferative cells and in the sub-G1 phase as apoptotic cells [36].  
2.10 Statistical Analysis 

The experiments of cell viability and cytokinetic growth were performed in triplicates, 
and the findings were displayed by the overall mean of three independent experiments ± 
standard deviation (SD). The statistical analysis of the data was carried out using GraphPad 
Prism software (Version 7.00). One-way (ANOVA) analysis of variance and Tukey's test 
were applied using Minitab software (version 17; PA, USA) to show the significant 
differences. The statistical analysis was considered acceptable when p ≤ 0.05. 

3. RESULTS
3.1  GC-TOFMS Analysis 

The phytochemical content of the IL-GF extract was identified by using the GC-
TOFMS instrument. The secondary metabolites detected in the extracts were validated by 
measuring the similarity of the pattern obtained from the GC-TOFMS reader with the 
existing database pattern. Graviola fruit extract (GFE) constituents generally belong to the 
class of alkaloids, flavonoids, phenols, and acetogenins. According to many kinds of 
literature, these compounds have antidiabetic, anti-oxidant and anti-cancer activities [37]. 
The result of the GC-TOFMS analysis of IL-GF extract was shown in Table 1, where 55 
compounds were identified as having greater than 70% similarity with the standard mass 
spectroscopy in the NIST library. The major components identified by GC-TOFMS were 
D-psicofuranose, pentakis ether (13.53%), propyldecyl cyclopropane carboxylate (7.86%),
tri-ruthenium dodecacarbonyl (7.86%), N-acetylimino dimethylsulfurane (7.86%),
mannopyranose (7.74%), pyranone (7.74%), carbohydrazide (5.97%), nickel tetracarbonyl
(5.57%), benzoic acid (5.46%), formic acid, ethenyl ester (4.45%) and propanetriol, 1-
acetate (3.68%). Table 1 presents the complete list of bioactive components from the IL-GF
extract.
3.2  The IC50 of IL-GF Extract Against HT29 Cell Lines 

After plotting the graph of viable cells (%) vs different doses of the sample (µg/mL), 
The estimation of the IC50 values for IL-GF extract and Taxol were 10.56 µg/mL (Fig. 1) 
and 1.22 µg/mL (Fig. 2), respectively. These findings confirmed that the IL-GF extract has 
significantly inhibited the HT29 cell proliferation in a dose-dependent manner. 
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Table 1: Compounds present in the ionic liquid extract of Graviola fruit identified by 
GC-TOFMS 

Peak 
No 

Area 
% 

Compound Name R. time (s) Molecular 
Weight g/mol 

1 0.17 1-Chloropropylene 180.232 76.01 
3 0.15 Butanedione, monooxime 182.125 101.05 
4 0.55 Nitrous acid, methyl ester 182.457 61.02 
2 0.44 Alpha-Carotene 194.044 536.44 
5 0.53 Molybdenum carbonyl 205.697 662.12 
6 0.80 Propanediol, trimethylsilyl ether 206.062 148.09 
7 1.70 Pentanedione, 3-diazo 206.626 126.04 
8 1.18 Cyclopentane, 1-acetyl-1,2-epoxy 206.925 126.07 
9 0.18 Acetophenone, 4'-nitro-, thiosemicarbazone 208.585 238.05 

10 0.69 Propenoic acid, oxiranylmethyl ester 213.964 128.05 
11 0.20 Mercaptamine 220.039 77.03 
12 0.13 Nitroso-3-pyrroline 232.921 98.05 
13 0.16 Oxalic acid 256.061 90.00 
14 0.92 Acetic acid, (aminocarbonyl) 264.295 132.02 
15 0.17 Acronize 270.105 478.11 
16 5.97 Carbohydrazide 275.251 90.05 
17 6.05 Pyranone 275.45 144.04 
18 4.45 Formic acid, ethenyl ester 276.014 72.02 
19 1.69 Trifluoromethanesulfonic acid ethyl ester 276.313 177.99 
20 0.44 Ala-gly, trimethylsilyl ester 289.593 218.11 
21 1.04 Furanone, dihydro-4-hydroxy 290.755 102.03 
22 0.18 β-Phorbol 296.565 686.48 
23 0.75 Cyclobutane 344.44 56.06 
24 0.15 Butanoic acid, methyl ester 344.672 185.03 
25 0.58 Aminourea 345.9 75.04 
26 0.23 Cobalt, tetracarbonylsilyl 357.321 201.91 
27 0.40 Valeric acid hydrazide 363.994 116.10 
28 0.19 Oxotetrahydrofuran-2-carboxylic acid 365.256 130.03 
29 0.30 à-D-Glucopyranoside 390.853 331.16 
30 3.68 Propanetriol, 1-acetate 397.46 134.06 
31 0.21 n-Propyl fluoride 443.741 62.05 
32 5.57 Nickel tetracarbonyl 451.41 169.92 
33 0.14 L-Proline 456.755 187.31 
34 7.86 Propyldecyl cyclopropane carboxylate 493.375 268.24 
35 7.86 Tri-ruthenium dodecacarbonyl 494.172 641.65 
36 7.86 N-Acetylimino dimethylsulfurane 494.271 119.04 
37 0.18 Carbamic acid, ethylnitroso, ethyl ester 537.564 146.07 
38 0.28 Nitroethane 573.486 75.03 
39 0.20 Iron, hexacarbonyl 704.128 762.16 
40 0.21 Apigenin 8-C-glucoside 706.386 432.11 
41 0.96 Manganese, acetylpentacarbony 769.632 237.93 
42 0.23 Cyclobutanone 939.317 70.04 
43 0.91 Butanedioic acid 945.625 350.63 
44 0.13 Diethylene glycol, monotrimethylsilyl ether 996.853 178.10 
45 0.20 Trimethylene oxide 1012.82 58.04 
46 0.53 Silanol trimethyl, propanoate 1098.31 146.07 
47 0.12 Nitrohexane 1105.82 131.09 
48 0.22 β-Xylopyranose, tetrakis-TMS 1334.63 438.21 
49 13.54 D-Psicofuranose, pentakis ether 1396.25 541.06 
50 7.74 Mannopyranose 1397.34 452.88 
51 1.10 Erythro-pentonic acid 1435.26 438.85 
52 0.22 Gluconic acid, ç-lactone 1435.46 421.71 
53 0.11 Quinazolin-2(3H)-thione 1974 392.16 
54 0.19 Difluoroacetylene 2278.77 62.00 
55 0.74 Aucubin, hexakis 2353.17 779.42 
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Fig. 1: The percentage of cell 
viability of colon adenocarcinoma 

HT29 cells vs different 
concentrations of IL-GF extract. 

Fig. 2: The percentage of cell 
viability of colon adenocarcinoma 

HT29 cells vs different 
concentrations of Taxol.  

3.3  Effect of IL-GF Extract on HT29 Cell Growth Kinetics 
The growth kinetics graph of untreated HT29 cells (control), the IL-GF extract-treated 

HT29 (10.56 µg/mL) and Taxol-treated HT29 (1.22 µg/mL) were plotted and compared. 
The changes in the growth behaviour of the treated HT29 can be seen in (Fig. 3). First, in 
the lag phase, the untreated and treated HT29 cells' growth was similar until 16 hrs of 
treatment. After that, a clear log phase was seen when the cells started to proliferate at 24 
hrs. The IL-GF extract-treated HT29 cells took 72 hrs to reach the peak, while the Taxol 
treated HT29 cells showed less exponential phase and a smaller number of cells than control 
cells.  

Fig. 3: Growth profiles of untreated HT29 cells and the treated with 
IL-GF extract (IC50=10.56 µg/mL) and Taxol (IC50=1.22 µg/mL). 

From the growth curve, it can be seen that the untreated HT29 showed significant 
proliferation compared to the treated cells with IL-GF extract and Taxol. The cell number 
at the peak of the stationary phase for the treated HT29 cells with IL-GF extract and Taxol 
were only 15.6 x 105 ± 0.592 and 7.93 x 105 ± 0.411 cells/mL, respectively while the number 
reached 30.4 x 105 ± 0.753 for the control. Based on the growth curve (Fig. 3) and the fourth 
equation, cell growth at the log phase (Fig. 4A), the death phase (Fig. 4B), and the number 
of cell generations (Table 2) were obtained for all treatments. 
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Table 2: The number of cell generations (X), specific growth rate (μ) and 
duplication period (td) for HT29 control cells and the treated cells with IL-GF 

extract and Taxol 

*For all experiments, the initial number of cells (N0) was fixed at 2.0 x 105 cells/mL. Different superscripts (a, b, c) display a 
significant difference (p ≤ 0.05). 

  
Fig. 4: HT29 Cells Growth kinetic of the control and the treated cells with IL-GF 

extract and Taxol at A: exponential phase and B: death phase. 

The number of cell generation (X) was decreased from 3.93 generations in control to 
2.96 generations in the IL-GF extract-treated cells and 2.01 generations in the Taxol-treated 
cells. This finding showed a significant difference when compared the number of cell 
generations between the control and different treatments.  

 

Fig. 5: The HT29 cells photographs of A: control cells and  
B: treated cells with IL-GF extract at a specified time point. 

Cell growth Maximum cells 
volume (N) 
(cells/mL) 

Number of 
generations 

(X) 

Specific growth 
rate 

µ (h-1) 

Doubling 
time 
td (h) 

Untreated HT29 cells 30.4 x 105 ± 0.753a 3.93 0.0134 22.46 

IL-GFE treated HT29 cells 
(IC50= 10.56 µg/mL) 

15.6 x 105 ± 0.592b 2.96 0.0124 24.27 

Taxol treated HT29 cells 
(IC50= 1.22 µg/mL) 

7.93 x 105 ± 0.411c 2.01 0.012 25.08 
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The typical photographs of the control cells and the treated HT29 with IL-GF extract at 
24, 72 and 120 hrs were shown in Fig. 5. The density of cells was reduced in the IL-GFE 
treated HT29 cells. That is probably because of the anti-proliferation effect of the IL-GF 
extract against HT29 cell growth. 

The volume of cancer can be estimated in some types of tumours using the specific 
growth rate [38]. Thus, the IL-GF extract effect on the specific growth of HT29 cells was 
assessed by plotting the log number of cell viability versus treatment time, and the specific 
growth rate (µ) was taken from the regression slope. The growth rate of the treated HT29 
cells with IL-GF extract and Taxol has significantly reduced by 0.0124 h-1 and 0.012 h-1, 
respectively compared to the control 0.0134 h-1.   
3.4  Cell Cycle Phase Distribution 

The distribution of cell cycle phases in the treated HT29 with IL-GF extract was 
analysed by flow cytometry combined with RNase A / Propidium iodide. The flow 
cytometry result showed that in the treated HT29 cells with IL-GF extract for 24, 48 and 72 
hrs, the percentage of cells that were arrested at the G0/G1 phase has increased to 76.08% 
compared to the control 69.56% at 48 hrs then reduced. In contrast, the percentage of cells 
has declined in phases S and G2M compared to the control cells (Fig. 6).  

Fig. 6. Distribution of cell cycle phases of the treated HT29 cells with the 
corresponding IC50 of IL-GF extract in a time-dependent manner. 

Furthermore, the treated HT29 cells showed an increase of cells arrested at the sub G0 
phase in a time-increased treatment as compared with untreated HT29, considering the cells 
at the phase of sub-G0 as apoptotic cells [36]; there was an apparent increase of the apoptotic 
cells particularly after 48 hrs treatment. 

4. DISCUSSION
Fruit and vegetables are related to a healthy life and reduce the risk of diseases. That is

undoubtedly due to the different phytochemicals and secondary metabolites, including 
alkaloids, phenols, carotenoids, vitamins and flavonoids that are important in strengthening 
immunity [39]. Many anti-cancer agents are used in cancer treatment, such as Taxol, 
topotecan, cisplatin, etoposide and doxorubicin [35]. However, cancer patients suffer from 
the severe side effect of these drugs related to their capacity to damage healthy cells. Hence, 
new anti-cancer drugs with fewer health risks are highly recommended to be investigated. 
The National Cancer Institute (USA) reported that any plant extracts showing an IC50 value 
under 20 µg/mL after a duration of incubation of 48 to 72 hrs are considered as a potent 
cytotoxic substance [40].   
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Different identified phytochemicals in this study have been found to possess various 
biological activities. It was reported a long time ago that the Annonaceae family contained 
a considerable number of phytochemicals that exhibit anti-cancer activities such as 
acetogenins, alkaloids, terpenoids and flavonoids [41]. The claimed anti-cancer activity of 
several identified compounds have been reported, such as α-D-mannopyranose in cloves of 
Allium sativum were showed cytotoxicity against breast cancer cells [42], tri-ruthenium 
dodecacarbonyl also was reported to have a highly selective anti-angiogenic against ovarian 
carcinoma A2780 cell lines [43,44]. Silanol trimethyl, D-psicose pentakis, and butanedioic 
acid have been reported to contribute to drug delivery system, anti-proliferation, apoptosis 
and cell cycle arrest in different cancer cells lines [45-47]. Another study reported that 
dihydro-dihydroxy-methyl-pyranone (DDMP) from onions had inhibited the growth of 
colon adenocarcinoma (HCT116 and SW620) cells by inducing apoptotic cell death, 
modulation of tumour necrosis factor-α (TNF-α) and DNA binding activity [48]. 

Moreover, Kameue et al. [49] reported that gluconic acid could induce apoptosis by 
stimulating butyrate production in the large intestine in a p53-independent manner and 
inhibiting cancer cell proliferation. These findings confirm the value of traditional use of 
the plant for medicinal purposes as well as pharmaceutical development. The use of 
Graviola fruit in herbal medicine has been supported by the existence of these bioactive 
compounds with proven health benefits and hence an interest for further research on this 
plant. 

The anti-proliferative effect of the IL-GF extract was evaluated on adherent colon 
adenocarcinoma HT29 cell line. The IL-GF extract showed an anti-proliferative effect 
toward cancer cells as presented by MTT assay. Many previous studies have reported the 
anti-cancer activity of Graviola fruit toward many cancer cells, including human lung 
carcinoma A-549, breast adenocarcinoma MCF-7 cells, hepatoma HepG2 cell, prostate 
cancer PC-3 cells, and pancreatic tumour PACA-2 cell lines with comparable outcomes to 
our research findings [14,15,50-52]. Furthermore, the typical photographs of HT29 cells 
after treatment with IL-GFE and the control at designated time points displayed cell density 
reduction after treatment. The increase of apoptotic cells can be indicated by the changes in 
the morphology and biochemical of the HT29 cells, including DNA fragmentation and 
chromatin condensation, cell shrinkage and membrane blebbing [53]. Moreover, a recent 
study conducted by Daddiouaissa et al. [54] reported that after treating colon cancer HT29 
cell line with IL-GF extract, the pathway analysis of metabolomic profiles showed an 
alteration of different metabolic pathways such as aerobic glycolysis, amino acid 
metabolism, ketone bodies metabolism and urea cycle that contribute to cancer cells 
proliferation and energy metabolism. 

The growth kinetics model was investigated to estimate the inhibitory and cytotoxicity 
effects of IL-GF extract on HT29 cell growth. A general model was developed for colon 
adenocarcinoma HT29 cells in response to the treatment of IL-GF extract. Generally, 
efficient therapies decrease the cells' proliferation rate (cytostatic effect) and increase the 
death rate of the cells (cytotoxic effect). Many chemotherapy drugs disrupt the mechanism 
of cell division and dysregulate the cell cycle either through interfering or destroying DNA 
synthesis [55]. This can be confirmed when the doubling time has expanded from 22.46 hrs 
in control to 24.27 hrs and 25.08 hrs for IL-GF extract and Taxol-treated HT29, respectively. 
The cytostatic effects can be observed at the log phase (Fig. 4A), whereas cytotoxic effects 
were clearly demonstrated at the death phase (Fig. 4B).       

Although a biopsy sample is usually used to define the growth and spread of cancer 
growth and prescribe an effective therapy for it, the kinetics model in terms of simple 

60



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Daddiouaissa et al. 
https://doi.org/10.31436/iiumej.v22i2.1687

formulas may help predict the tumour size in a function of time. The first-order linear 
equation for the untreated colon adenocarcinoma HT29 cell growth was given as follows:          

𝑙𝑜𝑔10𝑁 = 𝑙𝑜𝑔10𝑁0 + 0.0134𝑡  (6)

After treating HT29 cell lines with IL-GF extract, the equation of the first order linear 
presented as follows: 

𝑙𝑜𝑔10𝑁 = 𝑙𝑜𝑔10𝑁0 + 0.0124𝑡  (7)

Moreover, after treating HT29 cell lines with Taxol, the formula can be stated as follows: 

𝑙𝑜𝑔10𝑁 = 𝑙𝑜𝑔10𝑁0 + 0.012𝑡  (8)

However, if we neglect the tumour growth characteristics, the treatment's effectiveness can 
be estimated [38]. Therefore, the final equation of the kinetic model in response to IL-GF 
extract treatment was given as follows: 

𝑙𝑜𝑔10Nf = (𝑙𝑜𝑔10𝑁0 + 0.0134𝑡) − (𝑙𝑜𝑔10𝑁0 + 0.0124𝑡)  (9)

Furthermore, the final equation of the kinetic model in response to Taxol treatment was 
given as follows: 

𝑙𝑜𝑔10Nf = (𝑙𝑜𝑔10𝑁0 + 0.0134𝑡) − (𝑙𝑜𝑔10𝑁0 + 0.012𝑡)  (10)

where, (log10 Nf) means the ultimate size of cancer after treatment, (log10 N0) means the 
primary size of a tumour and (t) means the treatment duration (tfinal – tinitial). 

With this model, it is possible to identify the presence and the size of the early-stage 
tumours (less than 1 cc). The interpolation and extrapolation of tumour volume can be 
predicted at any time points. Cancer is classified as a cell cycle dysregulation disease. Thus, 
an effective drug can block cancer cell division [56]. After treatment, the cell cycle 
distribution of the HT29 cells was investigated using the flow cytometry technique to see 
whether IL-GF extract induced cell growth inhibition by cell cycle arrest. This study showed 
that IL-GF extract arrested the cell cycle of the treated HT29 at the G1 phase of the growth-
static, explaining the anti-proliferative effect of IL-GF extract. This confirmed the result of 
Moghadamtousi and co-workers [57] when treated colon cancer HCT-116 with ethyl acetate 
extract of A. muricata leaves. 

Moreover, in our previous study, the flow cytometry result showed that IL-GF extract 
had induced apoptosis in breast adenocarcinoma MCF-7 cell lines [15]. This was also 
validated by Moghadamtousi et al. [57], and Chamcheu et al. [58] after treating non-
melanoma skin cancer NMSC and colorectal cancer HCT-116 and HT-29 with A. muricata 
leaves extract. On the other hand, Torres et al. [59] reported the induction of necrosis in 
pancreatic cancer PC cells when treated with the Graviola extract. This study concluded that 
Graviola extracts inhibit cell metabolism through numerous signalling pathways, metastatic 
properties and arrests the cell cycle machinery in pancreatic cancer cells. 

  Many investigated studies of the phytochemicals contained in the leaves and fruits of 
Graviola have extracted and identified a large number of secondary metabolites with a 
potential therapeutic such as anti-proliferative, apoptotic and cytotoxic towards many 
human cancer cells [57,60]. The synergistic effect of different metabolites in the Graviola 
fruit extract such as acetogenins, flavonoids, terpenes, and alkaloids may be responsible for 
its anti-proliferative effect. Thus, more investigations are still needed to detect the 
responsible active compounds for the anti-proliferation and inhibition effects of the Graviola 
fruit.          
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5.  CONCLUSION 
The GC-TOFMS analysis of Graviola fruit extracted using IL-MAE confirmed the 

existence of various chemical groups of compounds like acetogenins, terpenoids, alkaloids, 
fatty acids, sugars and lactones. IL-GF extract presents anti-proliferative activity toward 
colon adenocarcinoma HT29 cell lines by inducing cell death through morphological 
changes, apoptosis, and the arrest of the cell cycle at the G0/G1 phase. This cytotoxicity 
showed selectivity toward the proliferation of colon cancer cells, indicating selective 
antitumor properties in IL-GF extract against tumour cells. Moreover, IL-GF extract showed 
a great potentiality anticancerous when compared to the positive control, Taxol. IL-GF 
extract has inhibited the growth of HT29 cells by decreasing the number of cell generations 
and increasing duplication duration compared with untreated cells. These findings suggest 
that IL-GF extract can be established as a new supplementary agent for preventing and 
curing colon cancer. Additional research to explain the mechanism attached to the 
therapeutic effects and define the responsible bioactive compounds for the fruit extract's 
cytotoxicity.    
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ABSTRACT:  The waste generation of palm oil boiler ash has been one of its big problems 

as it is less used and deposited in landfills as a by-product. Geopolymer is a new green 

technology that has been intensively studied in concrete applications. However, few 

studies on geopolymers have been conducted in soil applications. Thus, this study 

investigated the influence of palm oil boiler ash-based geopolymer in laterite soil strength. 

Different percentages, 5, 10, 15, and 20% of geopolymer mixtures, were added to laterite 

soil. The process of producing a geopolymer binder was performed by sieving boiler ash 

(150 µm), then mixing with sodium hydroxide (NaOH) and sodium silicate (Na2SiO3) as 

an alkaline activator at a ratio of 1:2. This material effectiveness was tested through 

compaction test using a standard proctor, unconfined compressive strength, and the 

scanning electron microscope (SEM). Fifteen percent (15%) of geopolymer in laterite soil 

indicated the best-mixed design with a maximum dry density of 2.23 Mg/m3 with a 

moisture content of 13.58%. The unconfined compressive strength test at curing times of 

zero, seven, and twenty-eight days on the LS-15.0 GPOBA sample, show a slightly 

increased strength of 47, 58, and 76 kPa, respectively. The SEM images proved that the 

geopolymer gel's development stabilized the soil structure from a loose structure to a 

denser soil structure. This study aims to investigate the influence of geopolymer in laterite 

soil. Boiler ash as an alternative material in geotechnical applications was studied to 

understand and develop new green alternative materials to sustain the environment from 

industrial waste and to enhance laterite soil properties.  

ABSTRAK: Abu kelapa sawit adalah salah satu sisa utama yang terhasil dari industri 

kelapa sawit tetapi penggunaannya kurang dimanfaatkan dan dibuang ke tempat 

pembuangan sampah. Teknologi hijau baru yang dikenali sebagai geopolimer telah dikaji 

secara intensif dengan kekuatan konkrit tetapi hanya sedikit kajian telah dibuat dalam 

penggunaan tanah. Tujuan kajian ini adalah bagi mengesan geopolimer berasaskan abu 

kelapa sawit terhadap kekuatan tanah laterit. Peratusan campuran geopolimer yang 

berbeza (0, 5, 10, 15 dan 20%) dicampur pada tanah laterit. Bagi menghasilkan 

geopolimer, saiz 150 μm abu kelapa sawit disintesis dengan kombinasi bahan kimia 

natrium hidroksida (NaOH) dan natrium silikat (Na2SiO3) pada nisbah 1:2 bagi semua 

campuran sebagai pengaktif alkali. Ujian terhadap keberkesanan bahan adalah melalui 

proses ujian pemampatan menggunakan proktor standard, kekuatan pemampatan tidak 

terbatas, dan Pengimbas Mikroskop Elektron (SEM). Berdasarkan dapatan ujian 
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pemadatan, 15% geopolimer di tanah laterit menunjukkan campuran terbaik dengan 

memberikan kepadatan pengeringan maksimum 2.23 Mg/m3 pada kelembapan 13.58%. 

Ujian kekuatan mampatan tidak terbatas pada masa pempolimeran sebanyak 0, 7 dan 28 

hari diuji pada sampel LS-15.0GPOBA bagi menguji kekuatan campuran. Dapatan 

menunjukkan kekuatan geopolimer sedikit meningkat pada 47, 58 dan 76, masing-masing. 

Imej SEM membuktikan pengembangan gel geopolimer menstabilkan struktur tanah 

daripada struktur lopong kepada struktur tanah padat. Oleh itu, abu kelapa sawit 

berasaskan geopolimer dan tanah laterit berpotensi sebagai alternatif bagi merawat tanah 

dalam aplikasi geoteknik dan berpotensi mengurangkan kadar kebolehtelapan. 

KEYWORDS: palm oil boiler ash; geopolymer; laterite soil; compaction compressive 

strength 

1. INTRODUCTION

Increased population is leading to higher demand in the construction industry and the

growth of infrastructure. Malaysia is the largest exporter of palm oil mill. The production 

of palm oil in Malaysia has had a positive impact on sustained economic growth in the 

global market over the past four decades, and the annual production of palm oil in Malaysia 

in the period of 2016–2020 has reached 15.4 million tons [1]. Despite the apparent benefits, 

oil palm mills' production significantly contributes to environmental degradation [2].  

Production from palm oil processing for oil extraction generates waste such as palm 

kernel, nutshell, palm fiber, and empty fruit brunch. These wastes are incinerated and 

produce ashes at the boiler's lower compartment, known as boiler ash. It has now been 

revealed that the palm oil industry will produce 657,000 tons of waste at the end of 

December 2020 [3]. The wastes are either dumped to landfill or eventually exposed and 

contaminate the soil, creating a significant disposal issue and harming the environment [4].  

Nowadays, Ordinary Portland Cement (OPC) and lime have become the most common 

soil stabilizers used as additives to enhance soil properties. However, the use of Ordinary 

Portland Cement (OPC) is held responsible for some CO2 emission during its production 

and has thus polluted the environment. Several efforts are in progress to reduce Ordinary 

Portland cement as an additive material in soil stabilization to address global warming 

issues. Studies are being conducted to find alternative and eco-friendly soil stabilizers from 

waste material to reduce CO2 emission and decrease construction costs. Therefore, in this 

study, boiler ash was introduced as an alternative by-product material in soil stabilizer by 

synthesizing it into geopolymer form. 

Daviddovits [5] introduced a new green technology known as geopolymer to enhance 

mechanical properties and material strength in the construction industry. All the materials 

that contain Si and Al can be used as a constituent in geopolymer to be activated with alkali 

solution presence [6]. According to Van Jaarsveld et al. [7], the SiO2 and Al2O3 in the ash 

provide a rich source of Si and Al atoms as a source of aluminosilicate materials for 

producing geopolymers. Xu et al. [8] investigated 16 natural Al-Si minerals and concluded 

that all the minerals are, to some extent, soluble in concentrated alkaline solution.  

According to Daviddovits, geopolymerization is a reaction that consists of Si-O-Al and 

Si-O-Si bonds depending on the ability of alumina ion (6-fold or 4-fold coordination) to 

induce the crystallographer and chemical changes in silica backbone. In geopolymerization, 

a reaction three-dimensional techto-aluminosilicate framework called polysialate is shown 

in Equation (1), where M is a cation (K, Na, Ca), n is the degree of polycondensation, and 

z is 1, 2, 3 or ≥3. In the sialates network, Si-O-Al bridge forms form the chain and ring of 
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SiO4 and AlO4 tetrahedra's cross-linked together with oxygen atoms. Positive ions (Na+, K+, 

Ca2+) must balance the negative charge if Al is in 4-fold coordination [7]. 

                        𝑀𝑛[−(𝑆𝑖𝑂2)𝑧 − 𝐴𝑙𝑂2]𝑛 − 𝑤𝐻2𝑂                              (1) 

      Previous researchers have investigated the application of geopolymer by using different 

waste materials, including sludge, fly ash, kaolin, risk husk, and slag [9-11]. The boiler ash 

contained the sum of SiO2 and Al2O3 about 44 to 55% which is the most required 

composition to produce geopolymer [12-13]. The researchers have systematically studied 

the effect of using different alkaline solutions, sodium hydroxide concentrations, curing 

times, temperatures, and sodium hydroxide and sodium silicate ratios [14-15]. Duchesne et 

al. [16] in their study, proved that NaOH presence in alkaline solution activated the reaction, 

dissolved Si4+ and Al3+, and produced smooth gel to fly ash. The presence of sodium silicate 

in the alkaline solution resulted in the rapid process of geopolymerization. 

Khan et al. [17] agreed that the higher the percentage of fly ash-based geopolymer 

added, the higher the value of compressive strength. In one of his samples, 70% of 

compressive strength was achieved using fly ash geopolymer in cement compared to the use 

of ground granulated blast furnace slag (GGBS) in cement with only a 30% increase. The 

concentration of sodium hydroxide played an important role in dissolving the silica-alumina 

from the source material. In cement application, most of NaOH's molarity is 8 to 16 M at 

curing days of seven to twenty-eight days. As agreed by Emdadi et al. [18] in their study, 

compressive strength was intensively ranging from 10-14 M NaOH. Different molarity of 

NaOH gives a different effect on geopolymer. In Puertas et al. [19], a mixture of fly ash and 

NaOH of 10 M was added to slag, resulting in compressive strength of approximately 50 

MPa. Investigation on the potential use of geopolymer of low calcium fly ash with different 

ratios of alkali activator, M1(0.5), M2(1.0), M3(1.5), M4(2.0), and M5(2.5), at curing time 

of three days gave compressive strength of 34.7, 61.6, 40.4, 40.5, and 22.3 MPa respectively. 

As agreed by Skvara et al. [20] who observed the increasing ratio from 2 to 2.5, the 

compressive strength decreased due to the excess sodium silicate hindering water 

evaporation and structure formation. 

Soil stabilization is a typical soil remediation method to improve the physical and 

chemical properties of low strength soil by mixing the potential raw materials as additives 

or processes. Laterite soil is known to be very resistant to erosion. Laterite soil can be 

demonstrated by the nature of its properties such as high shear strength, low infiltration 

capacity, and low clay content, making it an excellent geotechnical material [21]. Ahmad 

Sujeeth et al. [22] mentioned that laterite soil properties can easily change as it is exposed 

to air and water during construction. Laterite soil is full of cavities and pores; therefore, it 

is crucial to select sufficient treatment in laterite soil to enhance soil strength and properties. 

Marto et al. [23] stated that laterite is widely used and economically convenient in 

construction. Hence, information on laterite properties is essential to design the geotechnical 

process's strength and durability in construction. 

In recent years, the stabilization technique has been studied using geopolymerization. 

The geopolymer has become an effective method because the geopolymer source is cheaper 

since it uses industrial waste and reduces environmental pollution. Varied types of soil such 

as red mud soil, laterite soil, loess deposit, and sandblasting grit have been studied using a 

geopolymer to improve the soil properties [24-27]. 

Thiha et al. [28] studied the shear parameter of three soil types at curing times of zero 

and seven days. NaOH and Na2SiO3 were used as alkaline solutions and mixed with fly ash 

to produce a geopolymer. The ratio of fly ash-geopolymer to the soil was at 0.1. In the study, 
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soil with silty sand and high plasticity clay gave a higher soil strength than high plasticity 

silt at a curing time of seven days. Moreover, geopolymer curing at seven days was higher 

at 30% at day zero. This was supported by Wisam et al. [29] who made an extension of 

research to investigate NaOH's different molarity (4, 6, 8, 10 and 12 M) in geopolymer 

technique. Control soil samples displayed a UCS value of 77.9 kPa. Alkali activation for 

soil-olivine mixture increased the strength of the mixture to 392.8, 421.4, 583.9 1082.8 and 

904.3 kPa at 7 days, respectively. As a conclusion on this research, geopolymer reaction 

gives higher soil strength over time. Alkaline activator dissolves the bonding of Si-Al-Si 

from the source material and gains stronger atom bonding. Further study on the long-term 

performance should be carried out on boiler ash to compare other raw materials’ 

effectiveness. 

Nik et al. [30] studied the effectiveness of different percentages of class C fly ash 

geopolymer on the compaction effort used in a soil liner application. In their study, an 

investigation of compaction and a hydraulic conductivity test were conducted. Based on the 

compaction test, 15% of the geopolymer gave optimum MDD, which led to a good hydraulic 

conductivity test. MDD 20% of the geopolymer decreased as the excess water in the 

geopolymer failed the geopolymerization. 

A few works have studied the use of geopolymer binder as material in soil improvement 

such as sludge, fly ash, kaolin, risk husk, and slag [9-11]. However, no Malaysian works 

have used boiler ash as geopolymer source material. It is essential to carry out a study to 

understand and develop new green alternative materials to sustain the environment from 

industrial waste and convert it into alternative raw materials to enhance soil properties. This 

study investigates the potential of boiler ash as source material in producing a geopolymer 

to enhance laterite soil properties and sustain the environment. 

2. METHODOLOGY

Laboratory work was carried out in the Faculty of Civil Engineering in UiTM Johor

Kampus Pasir Gudang, Johor, Malaysia. The total number of samples in this study was nine 

samples for chemical properties, sixteen samples for physical properties, five samples for 

compaction value, and three samples for unconfined compression test conductivity with a 

total of thirty-three samples. The sample number and sample definition of this analysis are 

shown in Table 1. The best percentage of boiler-ash geopolymer added to laterite soil was 

investigated using five different percentages, (0, 5, 10, 15, and 20%). This percentage was 

determined based on the previous soil stabilization literature review [31-32].  

Table 1: Soil descriptions 

No Sample Number Soil Description 

1 LS - P Laterite Soil + 0% POBA geopolymer 

2 LS – 5.0 GPOBA Laterite Soil + 5.0% POBA geopolymer 

3 LS – 10.0 GPOBA Laterite Soil + 10.0% POBA geopolymer 

4 LS – 15.0 GPOBA Laterite Soil + 15.0% POBA geopolymer 

5 LS – 20.0 GPOBA Laterite Soil + 20.0% POBA geopolymer 

Three stages of laboratory work were conducted to determine the physical properties. 

The Atterberg test, pH test, particle density test, and shrinkage test followed the British 

Standard BS 1377-2:1990. Scanning electron machine (SEM) was utilized at the Faculty of 

Chemical Engineering, UiTM Johor Kampus Pasir Gudang, and X-Ray Fluorescence at 

Jabatan Kimia UTM Skudai Johor, covering the chemical properties test to determine the 
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soil structure of laterite soil mixed with geopolymer and the chemical composition in palm 

oil boiler ash. Compaction and unconfined compression strength (UCT) engineering tests 

were performed to investigate the reaction of soil strength to geopolymer. Fig.1 shows the 

study flow chart in this study. 

Fig 1: Study flow chart. 

2.1  Materials 

In this study, laterite soil was mixed with a geopolymer to produce a good binder to 

enhance the properties of laterite soil. To generate a geopolymerization reaction, raw 

material from industrial waste known as palm oil boiler ash and alkaline activator (sodium 

hydroxide and sodium silicate) were mixed with a suitable mixed design as discussed below, 

thus generating a new green technology binder known as geopolymer. Data of properties 

and soil strength at different percentages of boiler ash- geopolymer mixed in laterite soil 

were recorded. 

2.1.1 Laterite Soil 

The laterite soil used was collected at a depth of 1.5 m, 100 m away from Tanjung 

Langsat Landfill, Pasir Gudang, Johor, Malaysia. The gradation test was conducted using 

BS 1377: Part 2:1990. Fig. 2 shows the gradation chart of the laterite soil. From the sieve 

analysis test, the laterite soil used in this study consisted of about 25.98% of gravel, 35.55% 

of sand, and 38.47% of fine size grain and was classified under very “silty sand” as shown 

in Table 2. The laterite soil had a specific gravity of 2.62. An Atterberg limit test that was 

conducted on the laterite soil of sieve size 425 µm showed the result of the liquid limit (LL) 

of the soil was 58.61% and the plastic index (PI) was 6.15%. According to the Unified Soil 

Classification system (USCS), this soil is classified as high plasticity (MH). The laterite soil 

in this study consisted of a high portion of silt compared to clay resulting in a low shear 

strength or low compressibility. This type of soil was therefore chosen in this study to 

investigate the effect of geopolymer palm oil (boiler ash) to enhance the mechanical and 

properties of laterite soil. 

Geopolymer Production 

Boiler ash + Alkaline 

Activator (1:2) 

Collecting Sample  

Laterite soil 

Palm Oil Boiler Ash (POBA) 

Soil Sample on Standard Proctor Test 

Laterite soil + 0% Geopolymer 

Laterite soil + 5.0% Geopolymer 

Laterite soil + 10.0% Geopolymer 

Laterite soil + 15.0% Geopolymer 

Laterite soil + 20.0% Geopolymer 

Engineering test Properties  

(Unconfined Compression Test) 

-only for best % of geopolymer with high

MDD value at curing time of:

(0-day,7-day,28-day)

Chemical Properties Test 

• X-ray Fluorescence test (XRF)

• Scanning Electron Machine test (SEM)

71



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Zainuddin et al. 
https://doi.org/10.31436/iiumej.v22i2.1589 

Fig. 2: Grain size distribution of laterite soil. 

Table 2: Grading characteristics of the laterite soil 

Composition of soil 

Gravel % 25.98 

Sand % 35.55 

Silt % 25.81 

Clay (%) 12.66 

Gradation 

D60 (mm) 0.995 

D50 (mm) 0.558 

D30 (mm) 0.033 

2.1.2 Palm Oil Boiler Ash (POBA) 

Palm oil boiler ash (POBA) was sourced from Teluk Sengat palm oil mill, Kota Tinggi, 

Johor. The palm oil boiler ash, as shown in Fig.3, consisted of boiler ash that was obtained 

from the lower compartment of a palm oil boiler burning what consisted of large particles 

including nutshells and kernels. Palm oil boiler ash is one of the industrial wastes from the 

burning of palm oil that creates disposal problems and causes soil contaminants as the waste 

is stored in landfills. The chemical composition of the palm oil boiler ash was determined 

using x-ray fluorescence (XRF), as shown in Table 3. The higher content of silica could be 

the potential of a geopolymer. 

Fig. 3: Palm oil boiler ash (POBA) in Teluk Sengat Palm Mill, Johor. 
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Table 3: Chemical composition of laterite soil and boiler ash 

Oxides SiO2 Al2O3 CaO Fe2O3 Na2O MgO P2O5 K2O 

Laterite Soil (LS-P) 

Palm Oil Boiler Ash (POBA) 

56.0 

43.9 

30.3 

4.55 

0.381 

13.1 

9.54 

4.11 

-

- 

-

3.27

- 

2.45 

0.290 

12.5 

Based on Table 3, the percentage of boiler ash was suitable to be a geopolymer source 

material as the percentage of silica was more than 40% [5]. In laterite soil, the silica-alumina 

comprised 30 percent to 60 percent content. However, the properties of laterite soil were 

complex such as shrinkage and low plastic index due to the presence of water. Therefore, it 

was not sufficient for laterite soil alone without additives to be the source material for 

geopolymerization production. Fig. 4 shows the size sample of the palm oil boiler ash at 

150 µm used in this study. 

Fig. 4: Palm oil boiler ash passing 150 µm sieve size. 

2.1.3 Alkaline Solution 

The alkaline activator used in this study was sodium hydroxide (NaOH) in pellet form 

with 97% purity and sodium silicate (Na2SiO3), as shown in Fig. 5. Referring to Thiha et al. 

[28], the concentration of sodium hydroxide (NaOH) in this study was chosen to be 5 M. 

Sodium silicate (Na2SiO3) was a liquid solution that consisted of 9.4% Na2O, 30% SiO2, 

and 60.5% H2O taken from chemical suppliers in Johor. The ratio of sodium hydroxide 

(NaOH) and sodium silicate (Na2SiO3) in the study was 1:2. 

2.2  Sample Preparation 

The palm oil boiler ash was collected and ground to finer particles and sieved using 150 

µm sieves and put in an oven at 80 oC for 24 hours to activate the silica content before being 

mixed with an alkaline activator. The fine particles of palm oil boiler ash were used to 

produce the geopolymerization reaction between palm oil boiler ash and alkaline solution 

at different mixed designs. The purpose of using an alkaline activator was to synthesize the 

chemical structure of palm oil boiler ash to produce a geopolymer. Sodium hydroxide 

(NaOH) and sodium silicate (Na2SiO3) were selected at a ratio of 1:2. The sodium hydroxide 

(NaOH) pellets were prepared by diluting them with distilled water at a concentration of 5 

M (molarity) to create an alkaline solution. The concentration of the sodium hydroxide 

solution (NaOH) used was 5 M. For preparation of 1 M solution, 40 g NaOH flakes were 

dissolved in water to prepare 1 liter of sodium hydroxide solution. Thus, for preparation of 

5 M, 200 g of NaOH flakes were used. 
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Fig. 5: (left) Sodium hydroxide in pellet form; (right) Sodium silicate in liquid form. 

During the preparation of NaOH, precautions were taken to put the pellets into the 

distilled water and not the other way around as sodium hydroxide could react with moisture 

from the air and generate heat while dissolving and cause a fire near flammable material, as 

well as possible sparks that could come into contact with eyes or skin. The sodium silicate 

was poured into the NaOH solution at a ratio of 1:2, stirred for 10 minutes, and left at room 

temperature for 24 hours to produce a better strength of mortar [12]. Lastly, to produce the 

geopolymer binder, 80% of boiler ash and 20 % of alkaline solution were carefully mixed 

before being added to laterite soil at a different percentage of mixed design, as shown in 

Fig. 6. 

After the geopolymer curing at ambient temperature for 24 hours, the geopolymer was 

mixed with laterite soil at a different percentage of 0, 5, 10, 15, and 20% as shown in Fig. 7 

The samples were then tested to determine the physical properties, chemical properties, 

compaction test, and soil strength using an unconfined compression test (UCT) at zero, 

seven, and twenty-eight days of curing. 

Fig 6: Alkaline solution mixed with 

POBA. 
Fig 7: Preparation of geopolymer mixed 

with laterite soil. 

2.3  Experimental Design 

2.3.1 Compaction Test  

Five samples at different percentages of geopolymer (0, 5, 10, 15, and 20%) were 

prepared. The percentage of water required was added and mixed until a uniform 

consistency was achieved [30]. The standard proctor test as shown Fig.9 was conducted in 

this study to determine the maximum dry density (MDD) and optimum moisture content 

(OMC). The soil sample was dynamically compacted with a release of a steel hammer with 

a weight of 2.5 kg and 27 blows per each of three layers, falling freely 300 m with a 50 mm 

diameter of rammer. After compaction was conducted, samples were then trimmed to 

remove the excess soil, molded, and weighed. Equation (2) and Equation (3) show the 

calculation of the standard proctor test: 
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𝜌 =  
𝑚2−𝑚1

𝑣
 𝑀𝑔/𝑚3 (2) 

where: 

m1 = mass of mold and base 

m2= mass of soil and mold 

V = volume of mold 

Then, dry density was calculated from the equation below: 

𝜌 = (
100

100+𝑤
)𝜌    𝑀𝑔/𝑚3 (3) 

The dry density was recorded to determine the optimum moisture content (OMC) at the 

maximum dry density (MDD) to conduct an unconfined compression test (UCT). 

2.3.2 Unconfined Compression Test (UCT) 

Fig. 8: UCT machine. 

Unconfined compressive strength is based on ASTM Designation D2166.  The size of 

samples in this test was 50 mm in diameter with 100 mm height based on the procedure in 

ASTM D2166. In this study, the investigation of unconfined strength was conducted for 

sample LS-15.0 GPOBA measured at curing times of the compacted sample under ambient 

temperature. Curing times of zero, seven, and twenty-eight days were chosen for this study. 

These samples were selected to determine the before and after reaction of the geopolymer 

towards laterite soil. Also, LS-15.0 GPOBA was chosen due to the best compaction obtained 

from MDD and OMC results.  

The sample was mixed with water, based on moisture content resulting from the 

compaction test for LS- 15.0 GPOBA. Then, the samples were compacted in the mold with 

three (3) layers 10 tamping’s of compaction for each layer. The compressed samples at zero 

day were immediately diverted and installed for the UCT test as shown in Fig. 8. Samples 

of seven and twenty-eight days were kept in a plastic bag and tightly sealed under ambient 

temperature based on curing times. When the sample reached its curing time, it was taken 

out and immediately run on the UCT machine. In this test, all samples were sheared with 

the dry condition without submerging the sample into water. 
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3. RESULTS AND DISCUSSION

3.1  Physical Properties of Samples 

This study conducted laboratory investigations on different percentages of geopolymers 

to enhance the properties of laterite soil. This study aimed to determine the soil compaction 

and shear strength of geopolymer as additives in laterite soil. Table 4 shows the physical 

properties of laterite soil. The properties and characteristics of laterite soil are important to 

be investigated for the future development of laterite soil. 

Table 4: Physical properties of different percentages of geopolymer in laterite soil 

Soil Description LS-P 

Liquid Limit (%) 58.61 

Plastic Index (%) 6.15 

Specific Gravity 2.62 

Ph 6.49 

Shrinkage  11.49 

Based on the experimental data collected, with the right percentage of boiler ash-based 

geopolymer added to laterite soil, it improves the properties of soil and enhances the soil 

strength. Further investigation in the compaction test and soil strength was conducted as 

follows.  

3.2  Compaction Test 

Fig. 10 shows the compaction curve indicating maximum dry density (MDD) and 

optimum moisture content (OMC) of all geopolymer percentages in laterite soil. Based on 

the compaction curve produced, 0% of geopolymer in laterite soil gave a maximum dry 

density of 1.80 Mg/m3 at 14.07% optimum moisture content. The adding of geopolymer at 

5% and 10% showed increasing maximum dry densities of 1.88 Mg/m3 and 1.90 Mg/m3 and 

decreasing optimum moisture contents at 13.88% and 13.70%, respectively. The increase 

of moisture content was probably because of the reaction between laterite soil, and 

geopolymer led to the loss of water [27]. However, drastic increase can be seen of maximum 

dry density of 2.23 Mg/m3 and decrease of optimum moisture content at 13.58% at 15.0 % 

of geopolymer in laterite which give positive results of geopolymerization reactions. 15.0 

% of geopolymer in laterite soil indicated the optimum mixed design of geopolymer as a 

mixed design. The bonding created by alkaline solution and the subsequent isomorphous 

substitution of silica (SI) has indeed increased the packing between the grains [32]. This 

result is supported by Nik et al. [30] in their study on laterite soil and fly ash geopolymer 

mentioned, whereby geopolymer added in laterites soil showed an increment in dry density 

due to the action of alkaline attack which changed the soil mineral. In 20% of geopolymer, 

results gave a decreasing value of dry density of 1.71 Mg/m3 and increasing optimum 

moisture content at 16.38%. This result happened due to the optimum and peak reaction 

achieved in 15.0 % of geopolymer in laterite soil. The structure of silica-alumina in 

geopolymerization was lost due to increased moisture content because of the rapid reaction 

between geopolymer and laterite soil, which led to the loss of water. This result is in good 

agreement with the Noushini et al. [35] study of the behavior in laterite soil with sodium 

silicate-liquid stabilizer. Based on the result obtained from this study in compaction 

parameters, the increased percentage of geopolymer added to laterite soil gives increasing 

MDD and decreasing OMC. It was observed that the presence of a geopolymer in laterite 
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soil gave a strong relationship between moisture content and maximum dry density shows 

the compaction curve of tested samples. 

Fig. 9: Standard Proctor Machine and compaction sample. 

Fig. 10: Compaction Curve of Laterite soil with different percentages of geopolymer. 

3.3  Unconfined Compression Test (UCT) 

Soil compaction has direct effects on soil physical properties such as bulk density, 

strength, and porosity [36]. Therefore, the LS-15.0 GPOBA sample that gave the best value 

of maximum dry density (MDD) of 2.23 Mg/m3 was directly chosen as the optimum 

percentage to determine the soil strength using an unconfined compression test (UCT). In 

this study, the effect of compressive force on sample LS–15.0 GPOBA was investigated at 

different curing times of zero, seven, and twenty-eight days. The samples were compacted 

under moisture content based on the compaction parameter of LS- 15.0 GPOBA, which was 

13.70%. The pieces were cured at ambient temperature (27°C to 30°C) reflecting the field 

conditions. The soil sample took on a hardened state after compacting. During the curing 

time, chemical reactions were expected to happen between the soil grain and the geopolymer 

molecules. Table 5 shows the samples from lowest strength at zero day of curing (47 kPa) 

after seven days of curing (58 kPa). 

0

0.5

1

1.5

2

2.5

0 5 10 15 20 25 30 35

D
ry

 D
en

si
ty

 (
M

g
/m

3
)

Moisture Content (%)

Blank Soil 5% POBA + Soil 10% POBA + Soil

15% POBA + Soil 20% POBA + Soil

77



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Zainuddin et al. 
https://doi.org/10.31436/iiumej.v22i2.1589 

Fig. 11: (a) zero days, (b) seven days, (c) twenty-eight days of UCT. 

The soil sample obtained after twenty-eight days achieved the highest compressive 

strength of 76 kPa. Fig.12 showed a slight increase in compressive strength in increasing 

curing times of zero to twenty-eight days. The result is similar to previous studies [30,37-

38], where it shows the increment of compressive strength that proves the improvement of 

the geopolymerization process along the curing time. According to Emdadi et al. [18] the 

form of aluminosilicate and alkaline influences the effect of compressive force in 

geopolymer. Based on the result in this study, palm oil boiler ash (POBA) that contains a 

high percentage of silica can be used as pozzolanic materials to enhance the shear strength 

of soils. The geotechnical technology using a geopolymer can be a potential study and 

practice in applying soil strength such as soil slope, embankment, and landfill soil liner. 

Table 5: Shear parameters of laterite soil with 15% of geopolymer at 

curing times of zero, seven, and twenty -nine days condition 

Curing Time 

(Days) 

Shear Strength 

(kPa) 

UCS 

(kPa) 

0 47 94 

7 58 132 

28 76 153 

Fig. 12: The comparison of soil strength (LS-15.0 GPOBA) at zero, seven, 

        and twenty-eight days of curing time. 
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3.2  Microstructure of Materials 

 Fig 13 shows the morphological features of plain laterite soil (LS-P) and Fig 14 shows 

the laterite soil with 15% of geopolymer (LS.15.0 GPOBA) at a curing time of zero days. 

The test was examined using Scanning Electron Machine analysis using magnifying power 

5000x at the Faculty of Chemical Engineering in UiTM Johor Campus, Pasir Gudang, Johor, 

Malaysia. As seen in Fig. 13, the structure layered with larger voids led to low compressive 

strength. The microstructure of the laterite soil without geopolymer can be found to be loose 

and not uniform; cracks and pores are observed between soil particles. Meanwhile, in Fig. 

14 some particles show popcorn type and spherical type. Moreover, the structure of laterite 

soil with a geopolymer demonstrated a denser geopolymer matrix after the 

geopolymerization process with less pores compare to blank laterite. In the study by 

Temujun et al. [39] the soil structure becomes compact causing higher packing density, low 

porosity in microstructure, and leading to higher strength. 

Fig. 13: SEM Samples of Plain Laterite (LS-P). 

Fig. 14:  SEM Samples of Laterite soil with 15% of Geopolymer (LS.15.0 GPOBA). 
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4. CONCLUSION

This paper examines the influence of geopolymers on the properties of laterite soil to

be applied in the field of geotechnical application. The palm oil boiler ash combined with 

an alkaline solution at a constant ratio to form a geopolymer binder has shown to have a 

beneficial effect on compaction and high compressive strength by improving the properties 

of the laterite soil. Based on the results of the study, the effective percentage of geopolymer 

in laterite soil was found at 15% that generated a maximum dry density of 2.23 Mg/m3 at 

13.58% optimum moisture content which gave a good compaction parameter leading to the 

high strength of soil properties. The UCT was only conducted on the sample of LS.15.0 

GPOBA, which offered the highest MDD. Samples were cured in a plastic bag at ambient 

temperature to suit field conditions at zero, seven, and twenty-eight days accordingly. Based 

on the experimental data, the compressive strength of the geopolymer slightly increased as 

curing days increased on zero, seven, and twenty-eight and gave the strength of 47, 58, and 

76kPa, respectively.  Based on SEM test, it is apparent that it is due to the geopolymerization 

process that makes the sample harder and denser, which improves the soil strength. The 

SEM images have proven that the development of geopolymer gel in laterite soil has 

stabilized the soil structure from a loose structure to a denser soil structure. Thus, 

geopolymer-based palm oil boiler ash and laterite soil may be a potential by-product as an 

alternative to soil treatment in geotechnical applications that minimize porosity and 

potentially reduce permeability. 
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ABSTRACT:  In this study, the properties of mortar such as standard consistency, setting 
time, compressive strength, and water absorption rate were investigated. The cement was 
replaced with Pennisetum purpureum ashes (PPA) in different particle sizes and dosages. 
PPA was produced in greyish-white ash with total reactive oxides ranging from 37% to 
41.1%. Pennisetum purpureum grass (PPG) was burned with a controlled process at 350 
°C for the first 3 hours and 600 °C for another 3 hours at a heating rate of 10 °C/min. 
Then, PPG was ground in three different grinding durations (1, 3, and 6 hours) producing 
ashes with particle sizes of 10.58 µm, 10.25 µm, and 9.30 µm, respectively. The physical, 
chemical, and microstructural properties of PPA were evaluated through several tests; 
particle size analysis, X-ray diffraction analysis, loss on ignition, and chemical 
composition. Results indicated that PPA is more suitable for use as filling material as a 
substitute for cement than pozzolanic material as its reactive oxides are less than 50%. The 
15% 6H-PPA at 28 days was found to be the optimum PPA replacement dosage and 
grinding time with cement as it achieved the highest strength and lower water absorption 
rate among all samples at 7 and 28 days.  

ABSTRAK: Kajian ini berkenaan sifat mortar seperti konsistensi standard, masa 
penyediaan, kekuatan menyeluruh, dan kadar penyerapan air.  Simen ditukar dengan abu 
Pennisetum purpureum (PPA) dalam saiz partikel dan sukatan berbeza. PPA pula 
dihasilkan melalui habuk putih-kekelabuan dengan total reaktif oksida dengan julat purata 
37% ke 41.1%. Rumput Pennisetum purpureum (PPG) dibakar dengan proses kawalan 
pada 350 °C selama 3 jam pertama dan 600 °C pada 3 jam berikutnya pada kadar 
pemanasan 10 °C/min. Kemudian, PPG dikisar dalam tiga tempoh kisaran berbeza (1, 3, 
dan 6 jam) menghasilkan abu dengan saiz partikel 10.58 µm, 10.25 µm, dan 9.30 µm, 
masing-masing. Fizikal, larutan kimia dan sifat struktur mikro PPA telah dikaji melalui 
pelbagai ujian; analisis saiz partikel, analisis pembelauan X-ray, kehilangan semasa 
penyalaan dan kandungan kimia. Dapatan kajian menunjukkan PPA adalah lebih sesuai 
digunakan sebagai material pengisian ganti kepada simen berbanding material pozzolanik 
kerana reaktif oksida adalah kurang daripada 50%. PPA adalah maksimum pada 15% 6H-
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PPA selama 28 hari, didapati lebih sesuai sebagai dos pengganti dan masa kisaran bersama 
simen, kerana kekuatan menyeluruh adalah paling tinggi dan kadar penyerapan air paling 
kurang antara semua sampel pada 7 dan 28 hari. 

KEYWORDS: Pennisetum purpureum ashes; PPA mortar; replacement dosage; grinding time 

1. INTRODUCTION  
The cement industry is one a strategic industry acting as a contributor to several other 

industries such as real-estate, construction, and infrastructure, where it plays an important 
role in the world economy [1]. Concrete materials should not only possess good workability, 
excellent mechanical properties, and durability, but also offer environmental and economic 
benefits. However, the cement production of the world, which is estimated at around 1.6 
billion tons, contributes about 7% of the global carbon dioxide emissions due to the burning 
of limestone and clay. Thus, widespread cement usage in the industry has been considered 
unsustainable. Therefore, an alternative need to be found to help the cement industry, protect 
the environment, and also to promote sustainable development for the construction industry 
and the country. The sustainability concept in engineering practice is focused on the 
development of new materials for construction purposes and environmentally friendly 
materials.  

Recently, the search for alternative binders, natural admixtures, or cement replacement 
materials has been the subject of many studies. The waste raw materials have been used as 
cement replacement materials to reduce the carbon footprint and enhance sustainability. The 
biomass waste ashes that contain a high amount of silica content such as sugar cane bagasse 
ashes [2], rice husk ashes [3], palm oil fuel ash [4], and corn cob ash [5] can be used as 
supplementary cementitious materials (SCMs). Biomass is defined as a sustainable energy 
source with carbon dioxide (CO2) neutralization potential. Ghiasvand and Ramezanianpour 
[1] reported that the energy consumption and carbon dioxide (CO2) emissions can be 
reduced through using SCMs. Furthermore, a portion of cement in a concrete system 
replaced by SCMs will participate in primary or secondary hydration reactions, increasing 
the volume fraction of binding phases and decreasing porosity in the microstructure of the 
concrete.  

Other than traditional cementitious materials such as rice husk ash, silica fume, and fly 
ash, one of the alternatives is the ashes extracted from elephant grass or Napier grass 
(Pennisetum purpureum). The leaves of elephant grass are currently used as a food source 
for ruminants, but its trunks are dumped in the landfill. The trunks from the grass could be 
recycled into silica-based products. Napier grass can be harvested four times a year and it 
has the potential to produce about 100 barrels of oil equivalent per hectare [6].  Elephant 
grass is used now in Malaysia as a sustainable resource for the electricity supply system due 
to its advantages of yield capability, wide propagation, and high dry material [7]. However, 
a large quantity of elephant grass ashes was generated during the direct burning process of 
these activities. These ashes will finally be deposited in landfills with the consequent 
environmental, technical, economic, and social problems [8]. The output energy from 
Napier grass is estimated as 25 times higher than the input energy consisting of a high 
amount of lignocellulosic material.  

However, elephant grass contains a considerable amount of amorphous silica due to the 
extraction of ortho-silicic acid from groundwater by the plant and its ashes can be 
economically attractive to the production of a pozzolan, which is similar to some by-
products used as biomass such as sugar cane bagasse and rice husk [8]. Saruchera et al. [9] 
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found that elephant grass was suitable for ash production as all results of chemical 
composition meet the minimum requirement to be classified as a pozzolan. Nakanishi et al. 
[10] found that the pozzolanic behavior of elephant grass paste was similar to silica fume
paste where the main hydrated phases in EGC/Ca(OH)2 consisted of C-S-H gels similar to
SF/Ca(OH)2 paste.

Therefore, using Napier grass as an alternate binder resource may protect the 
environment and enable the building industry to grow sustainably. Several studies have 
already reported the potential activity of PPA and its effect on the mechanical properties of 
concrete or mortar. Cordeiro and Sales [8] found that the 28-day compressive strength, 
Young’s Modulus, and water absorption did not change due to the replacement of 20% of 
the cement with EGA compared to the reference concrete. Cordeiro and Sales [11] found 
that the compressive strength increased after 180 days of curing compared to the reference 
concrete. However, Erika et al. [12] reported that the compressive strength decreased by 
12% due to 20% cement replacement with EGA.  

In the context of pozzolanic ash, Ramadhansyah et al. [13] reported that the use of finer 
particles of the ash produced better strength and affected the workability, creep, shrinkage, 
and water-cement ratio properties. As the fineness of the material relies on their grinding 
times, it was proven that the strength of concrete increased with the increase of the grinding 
time of the Rice Husk ash until the optimum value is reached [13]. Since the ashes from the 
pozzolanic material are expected to behave similarly, the grinding time of the PPA might 
also improve the mechanical properties of the mortar. 

Therefore, the objective of this study is to investigate the effects of grinding times and 
dosages of PPA as a partial replacement for cement on the mechanical properties of the 
blended-cement pastes. The compressive strength, standard consistency, setting time, and 
water absorption rate of the cement blended paste were considered. The pozzolanic 
character of PPA was determined through the particle size analysis, scanning electron 
microscope (SEM), loss on ignition, and chemical composition.  

2. ORGANIZING EXPERIMENTAL PROGRAM
2.1  Materials 

The cement used in this study was Ordinary Portland Cement (OPC) conforming to EN 
197-1: 2000 standard [14] and manufactured by Tasek Corporation Berhad (ISO 9001, ISO
14001 and OHSAS 18001 certified company). Physically, the Portland cement particle size
of 63 µm and the fine aggregates that passed 2.36 mm sieve were used for cement mortar.
Pennisetum purpureum, also known as Napier grass of Taiwan type, was used. The raw
materials of P. purpureum grass were supplied from Hole Grass Farm Pagoh, Muar, Johor,
Malaysia.
2.2  Pennisetum purpureum Ash (PPA) Production 

The production of PPA included four steps: first, the P. purpureum grass was cut into 
small pieces, and washed with tap water to remove undesirable residue. Then, the grass was 
oven-dried at 110 °C for 24 hours to ensure the grass was completely dried. The oven-dried 
grass then burned using Lenton Atmospheric control furnace at 350 °C for the first 3 hours 
and 600 °C for another 3 hours to produce final ash with a heating rate of 10 °C/min. The 
ash was allowed to cool down inside the furnace. The PPA was sieved and ground in Fritsch 
ball mill for 1, 3, and 6 hours to produce ash with three different particle size ranges. The 
production process is shown in Fig. 1 and Fig. 2. 
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(a) Cut and washed (b) 24 hours’ oven-dried at 110 °C 
Fig. 1: Pieces of P. purpureum plant. 

   
(a) At Lenton Atmospheric 

control furnace 
(b) After 6 hours of the 

burning process 
(c) Ground PPA 

(final ashes) 
Fig. 2: Burning process of PPA. 

2.3  Characterizations and Microstructural Analysis of PPA  
The particle size distributions of the PPA and OPC were determined using the laser 

particle size analyzer (Fritsch Analysette 22) as shown in Table 1. It can be observed that 
PPA particle size decreased or specific surface area increased with the increase in grinding 
duration. The average particle size (D50) of the PPA was less than the cement particle size 
(18 µm) so that it can be classified as fillers as stated by Abu Bakar et al. [15]. Also, it can 
participate actively with the mixes through pozzolanic reaction as stated by 
Venkatanarayanan and Rangaraju [12]. 

Table 1: Granulometric value for D10, D50, and D90 of materials 
Sample Grinding 

duration 
(hours) 

Specific surface 
area (cm2/cm3) 

*D10 (µm) *D50 (µm) *D90 (µm) 

1H-PPA 1 10949 3.41 10.58 20.58 
3H-PPA 3 11008 3.11 10.25 21.03 

6H-PPA 6 12671 2.55 9.30 21.97 
OPC  - 3350  1.2 18 67 

*D10: particle size which lies below 10% of the material; D50: particle size which lies below 50% of the 
material; D90: particle size which lies below 90% of the material. 

The chemical composition analysis of raw materials was carried out using X-ray 
fluorescence (XRF). Table 2 shows that PPA mostly consists of silica, iron, and alumina 
with small quantities of sulfate, magnesium, and calcium, etc. Despite different grinding 
durations, there are no significant variations in the chemical composition of the PPA. 
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Summations of the percentage of SiO2, Al2O3, and Fe2O3 present in PPA were 37.98%, 
37.02%, and 41.15% for 1H-PPA, 3H-PPA, and 6H-PPA, respectively. Thus, the PPA does 
not achieve a desirable amount of reactive oxides to be classified as Class F or Class C 
pozzolan where the total reactive oxides (SiO2, Al2O3, and Fe2O3) must be above 50% and 
70%, respectively. 

Table 2: Chemical composition of PPA by weight percent 
Oxide 1H-PPA 

(*wt.%) 
3H-PPA 
(*wt.%) 

6H-PPA 
(*wt.%) 

OPC 
(*wt.%) 

SiO2 31.7 30.4 33.8 17.9 
Al2O3 4.54 4.70 5.45 4.69 
Fe2O3 1.74 1.92 1.81 2.97 
SO3 5.52 5.23 4.95 - 

MgO 0.74 0.75 0.78 1.62 
CaO 20.8 21.0 22.2 - 
K2O 1.62 1.87 1.62 0.51 
TiO2 0.25 0.23 0.27 - 

*wt% means weight percent

The microstructural analysis for PPA was conducted using a JEOL scanning electron 
microscope (SEM) for all grinding periods as shown in Fig. 3. It was found that the 
unground PPA (UG-PPA) sample has an irregular shape with many sizes as shown in Fig. 
3a. The UG-PPA grains have a porous structure that was quite similar to that found by 
[10,11]. The skeleton of a honeycomb-like particle and vesicular shape in the UG-PPA, 
whereas the particles are in highly irregular shapes and porous structures as shown in Fig. 
3b. After being ground as shown in Fig. 3 c, d, and e, the particle sizes become smaller, 
which indicates a significant degradation of the PPA structure due to the grinding process. 
The particle shape of the ground PPA had better dispersion than UG-PPA which proved that 
the mechanical grinding improved the particle surface and morphology of PPA. 
2.4  Mix Proportions 

Five different percentages of PPA with cement by weight of 0%, 5%, 10%, 15%, and 
20% were prepared. Three different particle sizes of PPA from three different grinding times 
(1, 3, and 6 hours) were considered in this study. The cement to sand ratio was 1:2.75 by 
weight while the water-cement ratio for all samples was 0.485. The mixed composition of 
the mortar cube was shown in Table 3. A total of 234 sample cubes was prepared in which 
9 samples were prepared for each mixing batch. 
2.5  Testing 
2.5.1 Loss on Ignition Test 

The loss on ignition is defined as the percent mass loss of a constant weight of a sample 
as ignited at a high temperature. The loss on ignition test was conducted for both the OPC 
and PPA as per ASTM C114-07 (Part16) [16]. An empty platinum crucible was weighed and 
marked as W1. About 1.5 grams of the sample were weighed in the platinum crucible and 
marked as W2. Then, the platinum crucible was covered and ignited in a muffle furnace at a 
temperature of 950°C±50°C for 15 minutes. The sample was taken out and cooled for 20 
minutes, then weighted and marked as W3. The percentage of loss on ignition was calculated 
to the nearest 0.1 using Eq. 1. 

Loss on ignition (%) = [(W2-W3) / (W2-W1)] × 100% (1) 
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(a) UG -PPA contained irregular shapes (b) UG-PPA contained a honeycomb-like structure 

   
(c) 1H-PPA (d) 3H-PPA (e) 6H-PPA 

Fig. 3: Microstructural analysis of P. purpureum ashes. 

Table 3: The mix composition of mortar cube 

Sample Water-to-cement ratio Water 
(ml) 

Cement 
(g) 

PPA 
(g) 

Sand 
(g) 

Control 0.485 359 740 - 2035 
5% 0.485 359 703 37 2035 

10% 0.485 359 666 74 2035 
15% 0.485 359 629 111 2035 

20% 0.485 359 592 148 2035  
2.5.2 Standard Consistency and Setting Time Tests 

The standard consistency test was applied to the Ordinary Portland Cement and blended 
cement paste with 5%, 10%, 15%, and 20% of replacement by PPA as per ASTM C187 
[17]. The Vicat apparatus with a plunger of diameter 10 mm was used for the test. The 
amounts of water for normal consistencies of all samples were calculated using Eq. 2. 

Normal consistency (%) = 
𝑀𝑊

𝑀𝐶
 × 100% (2) 

where MW is the mass of water (g) and MC is the mass of cement (g). 
On the other hand, the setting time test was conducted as per ASTM C191 [18] to 

determine the value of the Vicat initial and final time of setting of OPC and blended paste 
with 5%, 10%, 15%, and 20% cement replacement with PPA. A paste that was proportioned 
and mixed to normal consistency, as described in the test method ASTM C187 [17], was 
molded and placed in a moist cabinet and allowed to start setting. Periodic penetration tests 
were performed on this paste by the Vicat apparatus with a needle of diameter 1 mm.  
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The Vicat initial setting time was the time elapsed between the initial contact of cement 
and water and the time when the penetration is measured to be 25 mm. The Vicat final 
setting time was the time elapsed between initial contact of cement-water and the time when 
the needle does not leave a complete circular impression on the paste surface. The Vicat 
setting times were calculated to the nearest 1 minute according to Eq. 3. 

Setting time = ((
(𝐻−𝐸)

(𝐶−𝐷)
) × (𝐶 − 25)) + 𝐸 (3) 

2.5.3 Compressive Testing 
The samples were cast into cubical molds with a size of 50 mm × 50 mm × 50 mm. The 

top of the sample was smoothened and leveled off with a straight edge trowel. The samples 
were placed in a moist place immediately upon completion of molding. After 24 hours, the 
samples were removed from the molds and immersed in the water storage tanks until the 
testing day. Compressive strength tests were conducted as per ASTM C109 [19] for each 
replacement percentage and grinding time at the age of 3, 7, and 28 days curing age. The 
load rate with a range of 900 to 1800 N/second was applied to the specimen. 
2.5.4 Water Absorption Testing Procedure 

Mortar cube samples of size 50 mm × 50 mm × 50 mm were cast for water absorption 
testing. After 24±1 hour of curing, the mortar cube samples were cured in a moisture tight 
plastic bag at 24±8 °C until it reaches the age of 3, 7, and 28 days. Then, the mortar cube 
samples were dried in a ventilated oven at 110±5 °C for around 24 hours. The successive 
weights of the samples were checked at an interval of 2 hours until two successive weights 
showed an increment of loss not greater than 0.2%. The mortar cube samples were then 
removed from the oven and were cooled until the samples achieved ambient temperature. 
Then after 24 hours, the water absorption test was conducted by following the Average 
Absorption Standard Test Method for Rate of Water Absorption of Mortars ASTM C1403 
[20]. The water absorption rate at 24 hours ± 15 minutes was calculated following Eq. 4, 
and recorded as “AT”. The AT (Avg.) was calculated for each set of three cube samples. 

AT = (WT – W0) × 10000 / (L1 × L2) (4) 
where WT (g) is the weight of cube sample at time T, W0 (g) is the initial weight of cube 
sample, L1 is the average length (mm) of test surface of cube sample, and L2 (mm) is the 
average width of test surface of cube sample. 

The percentage of water absorption AT (%) also was calculated using Eq. 5. 
AT = [(WT – W0) / (W0)] × 100% (5) 

3. RESULTS AND DISCUSSION
3.1  Loss on Ignition 

The results of loss on ignition (LOI) for all PPA samples were shown in Table 4. Based 
on the results, the LOI of all PPA samples was below 6%, ranging from 5.27% to 5.47%. 
The lack of significant variations between samples means that the grinding durations do not 
affect the LOI of PPA. Meanwhile, the LOI for OPC was 2.25%, which was lower than 
PPA. However, Cordeiro and Sales [9] stated that it is important to emphasize that all ashes 
presented LOI lower than 5%, indicating that the burning procedures were appropriate to 
produce pozzolan from PPA in the context of carbon content. However, LOI lower than 5% 
could not be achieved in this study, possibly due to untreated PPA with hydrochloric acid 
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pretreatment. However, ASTM C618-3 [21] limits the LOI of pozzolanic materials to less 
than 6%, largely because higher LOI levels commonly result in discoloration, poor air 
entrainment, segregation, and low compressive strength of the mixed components. Note that 
this standard is specified principally for fly ashes. For other calcined natural pozzolans, the 
ASTM C618-3 [21] limits the LOI at 10%, since these materials are produced at lower 
burning temperatures (500 °C to 800 °C) and contain higher LOI levels. 

Table 4. Loss on ignition of PPA 

Sample 1H PPA 3H  
PPA 

6H PPA OPC 

Weight of crucible, W1 (g) 24.383 24.385 24.383 24.387 
Initial Weight of crucible + PPA, W2 (g) 25.883 25.885 26.183 25.887 
Final Weight of crucible + PPA, W3 (g) 25.804 25.803 26.087 25.853 
Loss on ignition (%) 5.27 5.47 5.33 2.25 
Legend: 1H-PPA: 1-hour ground PPA; 3H-PPA: 3-hour ground PPA; 6H-PPA: 6-hour ground PPA. 

3.2  Standard Consistency of Cement Paste Containing PPA 
According to ASTM C191 [18], the standard consistency test is related to the quantity 

of water that should be able to flow in the fresh mixture. The plasticity of cement capacity 
to flow will increase if excessive water is added, while the cement will be stiff with a lower 
quantity of water. Fig. 4 shows the standard consistency results of cement paste containing 
PPA compared to the OPC paste. From the results, the standard consistency of OPC was 
38%. Meanwhile, the standard consistency of cement paste containing PPA increased with 
the increase of replacement level percentage of PPA. 

The standard consistency of the samples with 5%, 10%, 15%, and 20% 1H-PPA were 
39%, 41%, 50%, and 53%, respectively. For the cement paste containing 5%, 10%, 15%, 
and 20% of 3H-PPA, the standard consistency was 40%, 53%, and 57%, respectively, which 
does not differ much from the standard consistency of 1H-PPA. The same pattern applies to 
cement paste containing 5% to 20% of 6H-PPA with normal consistency ranges from 42% 
to 57%. All of the above results show that the cement pastes containing PPA have higher 
standard consistency than OPC due to the properties of PPA that absorbed the water during 
the early hydration process of cement and PPA mixtures. The standard consistency of 
cement paste containing PPA also increased with the increase of PPA sizes. As the specific 
surface area of PPA increased, the water demand would be increased [22]. However, the 
standard consistency of cement paste containing 15% and 20% of 3H-PPA was the same as 
15% and 20% of 6H-PPA. The increased water demand for the PPA paste to achieve the 
same level of consistency may be due to the ability of the PPA particles to quickly absorb 
the mixed water from the paste due to their cellular microstructure. At any constant 
replacement level and particle size of PPA, the standard consistency of the PPA paste was 
higher than the control OPC paste. This is because the rate of water absorption of the PPA 
particles is higher than that of the OPC particles due to the presence of larger pore sizes and 
wider pore size distribution of the former. Venkatanarayanan and Rangaraju [23] proved 
that the grinding of PPA may not significantly reduce the absorption of water by its grains 
and hence, affected the workability characteristics of concrete and mortars. The OPC paste 
registered lower standard consistency probably due to the lower specific surface area and 
non-cellular shape of the OPC particles compared to the ground PPA paste. 
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Fig. 4: Standard consistency of cement paste containing PPA at 
different replacement rate and control paste. 

3.3  Setting Time of Cement Paste Containing PPA 
The results of the setting time of OPC paste and paste containing PPA were shown in 

Fig. 5. The initial setting time (I-ST) for the samples containing PPA started from 226 
minutes for 5% 1H-PPA to the longest I-ST of 298 minutes for 20% 6H-PPA while the I-
ST of the cement paste was 269 minutes.  

Fig. 5: Setting time of cement paste containing PPA at 
different replacement rates and control paste. 

The final setting time (F-ST) started from 261 minutes for 5% 1H-PPA to the longest 
F-ST of 412 minutes for 20% 6H-PPA while the F-ST of cement paste was 365 minutes.
Based on the results, it was found that the mortar containing PPA achieved lower I-ST and
F-ST than the control mortar except for those containing 15% and 20% PPA. However, both
I-ST and F-ST increased with the increase of cement replacement percentage with PPA.
Also, both I-ST and F-ST slightly increased with the increase of grinding time in which 3H-
PPA and 6H-PPA have longer initial and final setting times than 1H-PPA pastes. The setting
time behavior is a function of the rate of stiffening of the paste influenced by the effective
water to cement ratio [23]. The effective water to cement ratio is the remaining water
available to react with Portland cement after the water was absorbed by the pozzolan grains.
At any percentage of replacement of PPA, the lower grinding time of PPA was shown to
absorb more water due to greater porosity resulting in lower effective water to cement ratio
in pastes. Thus, the final setting time would be shorter for the specimens containing larger
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particle sizes of PPA due to the reduction of porosity with continued hydration, hence 
affecting their stiffening rate of the paste. 
3.4  Water Absorption Rate of Mortar Containing PPA 

The effects of PPA replacement with cement at different percentages and particle sizes 
on the water absorption rate of cement mortar mixes are shown in Fig. 6. The results show 
that all samples containing PPA initially exhibited a high-water absorption rate for 3 days. 
The water absorption rate significantly slowed down for 7 days and 28 days as most of the 
pores available had become saturated. It is found that the absorption rate of the mortar 
containing PPA was higher than the control samples at all testing ages and replacement 
levels. However, 15% 6H-PPA samples at 7 days and 28 days displayed a lower water 
absorption rate than the control sample. It was observed that the water absorption rate 
increased as the replacement level of 1H-PPA and 3H-PPA increase, while it remains 
unchanged for 6H-PPA. 
 

 
Fig. 6: Percentage of water absorption of 1H-PPA mortar after 24 hours of immersion. 
 

Based on Fig. 6, the finer samples (3H-PPA and 6Hh-PPA) exhibited a lower water 
absorption rate than 1H-PPA samples. This is due to the filler effect, in which the voids 
between the cement grains are filled with a micro size of silica particles available in 
pozzolan to enhance its structural properties. A higher packing density resulted in lower 
water demand of the mixture with the right composition of pozzolans, which also 
contributed to the strength enhancement due to the reduced capillary porosity [24]. The 
higher the percentage of PPA replacement, the denser the particle packing in cement mortar, 
which also applies to the fineness of PPA. Also, the incorporation of suitable fine pozzolan 
refined the pore structure and reduces the porosity of cement-based materials due to filler 
and nucleation effects [25]. 
3.5  Compressive Strength with Activity Index of Mortar Containing PPA 

The results of the compressive strength of cement mortar containing PPA for all 
percentages based on grinding durations at the testing age of 3 days, 7 days, and 28 days 
were illustrated in Fig. 7. Based on the plot, the strength of mortar increased linearly with 
the curing ages for all samples.  

The results also displayed that the compressive strength of the mortar sample increased 
with the increase of cement replacement of up to 15% with PPA in the mortar mix, but then 
the strength mostly decreased after 15% of PPA replacement. However, the strength 
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obtained was still higher than the control mortar. The filler supplemented the dense-pack 
structure in cement mortar and the filler dispersed very well. Filler effect or particle size 
effect is defined as the proper arrangement of small particles that fill the voids and contribute 
to the increment of compressive strength without any chemical reaction [26]. The 
compressive strength of cement mortar may be increased due to pore refinement from the 
pozzolanic reaction of PPA with the cement particles. Furthermore, finer PPA could react 
more quickly with Ca(OH)2 and increase the compressive strength of mortar due to the 
pozzolanic reaction. 

Fig. 7: Compressive strength of mortar containing PPA at 3 days, 7days, and 28 days. 

Overall, the compressive strength of cement mortar decreases with increased PPA 
dosage starting from 10% of replacement. It is observed that the optimum compressive 
strength is approximately 10% of PPA replacement. However, the mortar containing 15% 
of 6H-PPA at 28 days has the highest strength among all samples in which it achieved a 
strength of 30 MPa. In the context of grinding time, the 3 hours grinding time achieved the 
highest compressive strength at 3 days followed by 6 hours, and 1 hour, respectively. 
However, the compressive strength at 7 days and 28 days increased with the increase of the 
grinding time of the PPA in which the 6-hours grinding time achieved the highest 
compressive strength followed by 3 hours and 1 hour, respectively. Therefore, the 6-hours 
grinding was found to be the optimum grinding time for the PPA as a replacement of cement 
for the mortar.  

The compressive strength activity indices for all mortars containing PPA are listed in 
Table 5. At each testing time, the strength index is defined as the ratio of the compressive 
strength of the mortar containing PPA to the strength of the control sample. It is mostly 
depending on the hydration rate. The minimum requirement of 75% of the strength activity 
index was achieved by mortar containing ash as specified in ASTM C618 [21]. Based on 
Table 5, all strength activity indices at the ages of 3 days, 7 days, and 28 days were higher 
than the minimum requirement of 75% as stated in ASTM C618 [21]. It was found that the 
strength activity index decreased compared to the control sample due to replacing 10%, 
15%, and 20% 1H-PPA at the age of 28 days, as well as 20% 1H-PPA at the ages of 3 days 
and 7 days. This is due to the mitigation influence and delay of the pozzolanic reaction of 
PPA/Ca(OH)2. Altwair et al. [27] found the same result for a 20% replacement of OPC with 
POFA at the age of 3 and 7 days. However, the samples with a high fineness (3H-PPA and 
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6H-PPA) achieved strength indices higher than the control samples for all replacement 
percentages. This is due to the amorphous aluminous and siliceous minerals that still 
actively react with Ca(OH)2, producing C-S-H and hydrated calcium aluminates, improving 
interfacial bonding between the sand and pastes. The outcome of this study is in agreement 
with Altwair et al. [27] in which the POFA cement mortar recorded a strength activity index 
of 101.72 %.  

Table 5: Strength activity index (%) 
Sample Testing age (days) 

3 7 28 
Control 100 100 100 

5%1H-PPA 120 119 115 

10%1H-PPA 131 138 81 

15%1H-PPA 106 100 76 

20%1H-PPA 87 84 78 

5%3H-PPA 150 132 91 

10%3H-PPA 159 149 127 

15%3H-PPA 123 127 112 

20%3H-PPA 118 124 97 

5%6H-PPA 123 133 123 

10%6H-PPA 149 160 138 

15%6H-PPA 141 169 144 

20%6H-PPA 104 108 117 
 

Furthermore, the impact of replacing cement with PPA in the mortar was examined 
using the microstructure images analysis through SEM at 28 days as shown in Fig. 8. The 
microstructure of mortar containing 15% of PPA has hydrated products consisting of 
ettringite and C-S-H particle as shown in Fig. 8d. Ettringite formed in needle-like or club 
shape crystal, while C-S-H was in fine layer particle, both found in a mortar containing 15% 
PPA at 28 days curing period but did not exist in the control mortar. This is illustrated the 
highest strength for 28 days curing period of 15% of PPA. 

4.   CONCLUSION  
Based on the results, the following conclusions can be drawn: 

• The characterization of PPA material based on chemical composition, particle size 
distribution, and X-ray diffraction showed that the PPA material is adequate to 
produce pozzolan; however, it did not achieve 50% and 70% of reactive oxides to 
be classified as Class F or Class C pozzolan, respectively. Therefore, the PPA is 
more suitable as filling material than the pozzolanic material as a substitute for 
OPC, which helps in reducing the environmental pollution during the disposal of 
excess elephant grass wastes. Although the particle shape of the ground PPA had 
better dispersion than UG-PPA, the grinding durations do not affect the chemical 
composition and LOI of PPA.  
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(a) Control

(b) 5% PPA (c) 10% PPA

(d) 15% PPA (e) 20% PPA

Fig. 8: Scanning Electron Micrographs of mortar mixtures at 28 days. 

• The mortar containing PPA achieved a higher standard consistency value than the
control sample while it gained a lower setting time except for those containing 15%
and 20% PPA.  However, the standard consistency and setting time of cement paste
containing PPA increased with the increase of PPA grinding time.

• The compressive strength of cement mortar increased with the increase of PPA until
10% for all grinding times, then it was decreased with the increase of PPA
percentage.

• The mortar containing PPA achieved a water absorption rate higher than the control
samples at all testing ages and replacement levels. The water absorption rate
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increased as the replacement level of 1H-PPA and 3H-PPA increased, while it 
remained unchanged for 6H-PPA.  

• The 6-hours grinding was found to be the optimum grinding time for the PPA as a 
replacement of cement for the mortar as it achieved the highest compressive 
strength at 7 and 28 days. 

• The 15% of 6H-PPA at 28 days was found to be the optimum PPA replacement 
dosage and grinding time with cement as it achieved the highest strength and lower 
water absorption rate among all samples at 7 and 28 days. 

• Finally, based on the results of chemical analysis and strength activity index, the 
characterization displayed the potential pozzolan of PPA, although it is not Class F 
or Class C pozzolan. Therefore, the PPA can be considered as filler and source of 
pozzolan production in tropical regions. 
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ABSTRACT:   Renewable energy sources are an increasingly popular way to generate 

electrical energy for telecommunications systems. The use and effectiveness of remote 

monitoring systems has led to growing interest relative to telecommunications systems. 

As with any new technology, new problems have arisen in using renewable energy 

sources in telecommunications systems and the use of IoT-based remote monitoring 

systems in them. In particular, one of these problems is the decentralization of remote 

monitoring systems for renewable power plants for telecommunication systems. The 

paper details the stages of development and modelling of open-source centralized 

monitoring systems for solar power stations for telecommunication systems. In this 

paper, a real-time remote monitoring system for solar power sources was modelled and 

investigated by wireless sensor networks for telecommunications devices. Proteus 

software environment was obtained for modelling. Before modelling the system, a 

system structure and a block diagram were developed, where each of the elements that 

are part of the system are described. Software for the system was created. The designed 

structure and software were tested by modelling. The results of the modelling were 

presented in a virtual terminal, an oscillography, and a local web browser.  

ABSTRAK: Sumber tenaga boleh baharu semakin meningkat popular dalam 

menghasilkan tenaga elektrik bagi sistem telekomunikasi. Penggunaan dan keberkesanan 

sistem pemonitoran jarak jauh dalam jaringan ini telah membawa kepada peningkatan 

minat kepada tenaga boleh baharu. Walau bagaimanapun, melalui sistem teknologi baru 

ini, masalah baru timbul dalam penggunaan punca tenaga boleh baharu dalam sistem 

telekomunikasi dan penggunaan bersama sistem pemonitoran berdasarkan IoT. 

Khususnya dalam desentralisasi sistem pemonitoran jarak jauh bagi loji kuasa sistem 

telekomunikasi. Kajian ini merincikan peringkat pembinaan dan model sumber terbuka 

berpusat sistem pemonitoran bagi sistem janakuasa solar sistem telekomunikasi. Kajian 

ini turut memodelkan sistem pemonitoran jarak jauh secara langsung bagi sumber kuasa 

solar dan dikaji dengan rangkaian sensor tanpa jaringan bagi alatan telekomunikasi. 

Perisian Proteus telah dihasilkan bagi model ini. Sebelum model sistem dibina, struktur 

sistem dan gambar rajah blok dibina. Setiap unsur dalam sistem ini diperihalkan. Perisian 

bagi sistem ini turut dibina. Struktur yang dibina dan perisian ini diuji melalui model. 

Hasil dapatan model dibentangkan dalam pangkalan maya, oscilograf dan pelayar web 

tempatan. 
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1. INTRODUCTION  

Presently, Smart Grids - smart energy systems based on IoT - are used to provide a 

stable and high-quality power supply to telecommunication facilities. This leads to solving 

many problems, including remote monitoring, two-way information systems, energy 

consumption controls, increasing energy demands, and providing reliability and security 

[1, 2]. 

Real-time remote monitoring of solar power sources for Telecommunication devices 

through IoT based on wireless sensor networks are the basis of Smart Grid systems [1], 

[2]. Real-time remote monitoring of these solar power sources requires remote monitoring 

of solar panel voltage, current, light illumination, dusting, environment and battery 

temperature, battery current, battery voltage, as well as other types of measurements of 

telecommunication devices. 

In traditional remote monitoring of solar power sources based on IoT, the controller 

devices unit (CDU) receives relevant data from each sensor (how it is used in real-time, in 

hours, in days, in weeks, etc.) [3]. The resulting data is transferred to the database (DB) 

and will be provided to personnel by mobile communication via the Arduino Ethernet 

module or Arduino GSM module, and viewed as SMS, web pages, and other forms (Fig.1) 

[4], [1]. 

Fig. 1: Scheme of construction of monitoring system of the solar power station for 

telecommunication devices. 

The collected data about the operating mode in the monitoring will be sent to the 

monitoring center, where the responsible personnel can promptly make a decision to 

correct the situation. Operational and maintenance personnel will be able to quickly 

identify and fix the cause of the malfunction based on detailed information from a set of 

technical tools installed in the monitoring system [2]. In this regard, by reducing the cost 

of recovery and downtime during preventive maintenance, the use of monitoring systems 

will increase the reliability of telecommunications systems, which can be evaluated with 

the coefficient of technical maintenance. 

A positive economic effect is achieved with the use of monitoring systems, many 

actions aimed at checking the technical condition, at maintaining the system's 

performance, and at identifying the causes of malfunctions are performed remotely 

automated or automatically [5-6]. 
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2.   LITERATURE REVIEW 

Several leading scientists have researched remote monitoring of energy supply 

sources, including remote monitoring of solar power plants, and the use of wireless sensor 

networks in remote monitoring systems. We have analyzed some of these studies that are 

relevant to the research topic. 

In 2012, Chunming et al. [4] described the monitoring system for wind power 

generation based on a wireless sensor network. Aimed at meeting the demands of a wind 

power generation monitoring system, this thesis describes a system that builds up a 

wireless, real-time, multi-object, distant monitoring system for wind power generation. 

In 2014, Nagalakshmi et al. [7] described the design and development of a remote 

monitoring and maintenance of a solar plant supervisory system. In this paper, authors 

created a prototype of the solar PV monitoring and optimization included a data 

acquisition system, control station, and supervisory monitoring at the plant level and 

Decision Support System (DSS) at the Central Management Station. 

In 2015, Prakash et al. [8] described wireless wind turbine monitoring using Arduino. 

This paper described the implementation and design of a wireless monitoring system for 

turbines using the Arduino platform. There they employed an Arduino Uno-based WSN 

that measured and transmitted the various mechanical and electrical parameters of the 

turbine. 

In 2015, Parikh et al. [9] described a solar panel condition monitoring system based 

on a wireless sensor network. They developed hardware and software discovery for fault 

detection and continuous monitoring system for solar panels in the distant areas. 

In 2017, Kabalci et al. [3] presented the design and implementation studies of a 

remote monitoring system. The proposed modelling was improved in terms of smart 

measuring infrastructure based on voltage, current, and power metering. 

In 2017, Jumaat et al. [10] described solar energy measurement using Arduino Uno. 

This project aimed to develop a measurement of solar energy using Arduino Uno board. In 

this paper, four parameters were measured: light intensity, temperature, current, and 

voltage. 

In 2018, Madhubala et al. [11] described solar power based remote monitoring and 

control of industrial parameters using IoT. The main aim of this project was to develop a 

system for remote control and monitoring of important industrial parameters such as 

measurement of speed, gas, pressure, temperature, voltage, and current for prevention of 

human fatalities, diagnosis, automated range based access and two-way control, and 

extension of life of machinery using green technology in a friendly and secure manner 

using biometrics and the Internet. 

In 2018, Parveen et al. [12] described an IoT-based solar tracking system for efficient 

power generation. The main goal of this paper was to design a very obvious tracker for 

solar panels and transmit the information through IoT. In this model, sensors of the sun’s 

position was accomplished in two stages, primary and secondary. 

In 2019, Vijayaragavan et al. [13] proposed a windmill monitoring system using IoT 

and WIFI. This paper described considerations of making use of WSN to scrutinize status 

within wind farms, taking into consideration the exact queries.  

Finally, in 2019, Parveen et al. [14] described the simulation, fabrication, and 

monitoring of solar power plants using Arm7 and Proteus Software. It proposed an 
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autonomous intellectual system. LDR and rain sensors were used to prevent the excess 

errors by solar cells during inappropriate situations. In this project, the modeling had to be 

done all the way to maintain high efficiency irrespective of environmental conditions. 

However, this research work did not investigate the complex monitoring system of 

solar power plants of telecommunications facilities. Therefore, this research was 

implemented based on the energy consumption demands of telecommunications facilities. 

3.   STATEMENT OF THE PROBLEM 

The ability to remotely monitor the production capacity of solar power stations and 

the status of batteries is important in the long-term maintenance of such power systems 

[15]. Various means of communication and IoT are used in remote monitoring systems of 

optional power sources [16-17]. Such means of communication are selected based on the 

principle of construction of the monitoring system. 

For now, remote monitoring systems of existing solar energy sources is not an optimal 

solution for real-time monitoring of energy sources of telecommunications facilities. 

Existing systems have a number of technical limitations [8]. The main reasons for this are: 

• The use of optical fiber technologies in remote monitoring systems is not always 

desirable, as telecommunications facilities are often located far away from the 

monitoring center, in deserts, mountains, forests, and plains.  

• The monitoring system of energy sources of telecommunications facilities must 

promptly transmit data in real-time, implementation of a preventive system aimed 

at troubleshooting and diagnostics. This requires a secure and reliable connection 

to avoid serious failures and interruptions.  

• It is important to keep the monitored parameters on the local monitoring center's 

server (database). This data collection allows us to study and predict failures and 

their timelines. 

This work is focused on developing an optimal system for real-time remote 

monitoring of solar power sources of telecommunication facilities through wireless sensor 

networks. It aims at designing and simulating the system on the Proteus environment, with 

a focus to the technical constraints arising from the above. 

4.   MAIN PART 

When developing a Solar Power Plant Remote Monitoring System, it is important to 

take into account all the parameters that apply to it. The main parameters for a solar power 

plant can be set as follows: solar panel power; the amount of solar radiation; environment 

temperature; environment humidity; voltage and current at controller output; controller 

temperature; voltage and current on the battery; battery temperature; accumulator charge; 

voltage and current at load; and required power of the load. They define the basic 

characteristics of the system [7], [9], [11-12]. The development of a monitoring system of 

all parameters for a solar power plant was initially designed as a block diagram. 

4.1  Structure of Monitoring System 

The solar power plant monitoring system has a complex construction. Figure 2 shows 

the overall structure of the monitoring system. It's built on a wireless sensor network 

(WSN) technology or ZigBee (IEEE Std 802.15.4) technology. 
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ZigBee Networks consist of three types of devices (base stations): ZigBee 

Coordinator (Node Coordinator), ZigBee Router (Router Node), ZigBee End Device (End 

Node). ZigBee coordinator sets up, to forms and is a wireless network control center [18-

19]. 

ZigBee router expands network coverage built on this technology. It uses dynamic 

routing protocols to avoid various problems and obstacles (such as distance). It restores 

the route direction when a network load increases or when a device fails. ZigBee uses two 

types of routing protocols: the distance vector (AODV) and the link state (Cluster-Tree) 

[18]. 

The ZigBee End device can receive or transmit the message, but it does not have the 

ability to retransmit or route packets. The End device can be connected to a router or 

coordinator and does not support other devices. 

The structural scheme of the system (Fig. 2) consists of a solar power plant, sensors, 

three types of ZigBee devices, a monitoring center, and Internet network interfaces. Solar 

power plant parameters are measured by sensors. One CDU and one ZigBee End device 

(End Node) are installed for each sensor that is used at the solar power plant. CDU detects 

sensor values and transmits them to the ZigBee End device as a message. The ZigBee End 

device transmits the message in packet form to the ZigBee router (Router Node). The 

ZigBee router detects the route direction of packets to the ZigBee coordinator 

(Coordinator Node) and transmits them on the optimum path. Each of the four ZigBee 

routers can transmit received packets to the ZigBee coordinator through the remaining 

routers, or one of the optional routers can transmit the packets directly to the coordinator 

[20]. The remaining routers can be intermediate routers. As this system consists of four 

routers, it can have between one, two, or three intermediate routes.  

 

Fig. 2: Structure scheme of monitoring system based WSN. 

The main task of the ZigBee coordinator in the system is to control the wireless 

network built on the sensors and transfer the data that are transmitting from the sensors to 

the monitoring center. In the monitoring center, the values measured by the sensors are 

controlled by administrator. At the same time, their information is transmitted to the server 

through Internet network interfaces (GSM, GPRS, Ethernet, Fiber optical network, 
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Satellite et al.) [21]. The server saves hourly, daily, weekly, monthly, and yearly reports of 

values measured by sensors. This information can be tracked with authorization, using any 

devices that have access to the Internet network. 

4.1  Block Diagram of the Monitoring System of Solar Station 

The remote monitoring system of solar power sources through wireless sensor 

networks of the telecommunication facilities was conditionally divided into two parts: the 

data collection unit from the solar power station and the monitoring center (Fig. 3). The 

data collection unit from the solar power plant consists of the following blocks (Fig. 3a): 

- solar panel; 

- accumulator battery; 

- voltage sensor; 

- current sensor; 

- humidity sensor; 

- temperature sensor; 

- light sensor; 

- dust sensor; 

- controller devices unit (Arduino UNO); 

- wireless network module (ZigBee/Xbee); 

- display; 

- telecommunication objects (load). 

 

Fig. 3: Block diagram of the monitoring system of the solar station. 

The monitoring center consists of the following blocks (Fig. 3.b): 

- controller device unit (Arduino MEGA); 

- wireless network module (ZigBee/Xbee); 

- display; 

- local server. 

The monitoring center is also connected to the Internet, where the operator has access 

to the rights monitoring system assigned to it through any Internet-connected device [12].  
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5.   HARDWARE OF THE MONITORING SYSTEM OF SOLAR 

STATION 

This section provides basic information about the devices and modules used for 

designing and modeling on the Proteus software environment as described above [15]. 

5.1  Solar Panel 

Solar panels are semiconductor devices that convert solar energy directly into 

electricity and are widely used as an alternative source of energy for telecommunications 

facilities. Depending on the number of photovoltaic converters in solar panels, they can 

produce unchanged currents of varying voltage and power, and may vary in size. 

5.2  Controller Device Units (Arduino UNO/MEGA) 

The Arduino Uno and the Arduino MEGA boards are taken as CDUs. The Arduino 

Uno was used to measure the parameters of the solar power supply from the control unit 

and transfer it to the central control unit. Arduino Uno is a board that is based on an open 

source microcontroller ATmega328P (Fig. 4.a) [22, 23]. 

Arduino MEGA was used as a centralized control unit. This control unit is designed 

to receive, process, and transmit signals from distributed solar panel control units of 

telecommunications facilities to the server. The Arduino MEGA board is integrated with 

the Atmega2560 microcontroller (Fig. 4.b) [24]. These boards are equipped with a set of 

digital and analogue input/output pins, which allow us to connect to various expansion 

boards and other circuits. 

   
                                                (a)           (b) 

Fig. 4: CDUs: (a) Arduino Uno, (b) Arduino MEGA. 

5.3  Wireless Network Module (ZigBee/Xbee) 

ZigBee is a standard for high-level wireless communication protocols that support 

small, low-power digital transmitters based on IEEE 802.15.4 standard [25]. 

  
(a)            (b) 

Fig. 5: ZigBee/Xbee wireless network module: a) real view of the module,  

(b) environmental view of the module in Proteus software. 

5.4  Display 
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The LCD display is used to reflect the parameters being monitored. LCD displays are 

the most common type of TV and monitor screens, as well as phone and other device 

displays. We used a 128x64 OLED graphical display in this experimental model. Its real 

and Proteus software environmental views are illustrated in Fig. 6a and 6b. The display 

connects to the microcontroller unit through the I2C interface. This enables efficient use of 

the microcontroller ports [7], [10], [14]. 

  
                                             (a)                                             (b) 

Fig. 6: 128x64 OLED graphical display: (a) real view of the module,  

(b) environmental view of the module in Proteus software. 

5.5  Accumulator Battery 

A battery is a chemical power source; a reusable electrical driving force. Its main 

unique feature is the repetition of internal chemical processes, which allows it to 

accumulate energy and undergo multiple charge-recharge cycles for the autonomous 

energy supply of various electrical appliances and equipment [26]. In the model, four 12 V 

batteries (48 V total) were used (Fig. 7b). But in this case, there is one problem: it is 

impossible to show the battery charging or discharging during the ANIMATING time of 

the Proteus environment in the model. Therefore, an RV3 pot resistor was installed to 

show this condition. By changing this resistance, the battery voltage is increased or 

decreased which increases or decreases its charge. A voltage sensor consisting of R6 and 

R7 resistors was used to detect the voltage in the battery [22] 

   
(a)   (b) 

Fig. 7: Accumulator battery: (a) real view of the module,  

(b) environmental view of the module in Proteus software. 

5.6  Temperature and Humidity Sensor 

The DHT22 series sensor was used to measure the temperature and humidity of the 

area where the solar panel was installed (Fig. 8). The DHT22 sensor is a well-established 

electronic temperature and humidity sensor that connects the microcontroller and the 

DHT22 sensor through a single data-exchange line. The single-line data exchange time is 

5ms, with the measured temperature and humidity data being transmitted simultaneously 

[11], [30]. 
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a)   b) 

Fig. 8. Temperature and humidity sensor: a) real view of the module b) 

environmental view of the module in Proteus software. 

5.7  Current Sensor 

The AC power sensor is a device used to measure and control alternating current, 

direct current, and pulse current. Current sensors are widely used in electrical engineering 

to create contrariwise communication systems. There are various types of current sensors 

such as resistive current sensors, current transformers, and Hall effect sensors. Hall effect 

sensors can measure and control DC current, AC current, and pulse current. In addition, 

they have reliable electrical insulation, stand out with a wide range of frequencies, and do 

not emit heat [5], [22], [24], [27-28]. 

Presently, there are many sensors that detect current. They differ from each other by 

the power measurement limit. Because the system we are building is high-power, we used 

ACS755XCB-050 as a 50 A current sensor [3], [7-8], [12]. Its real and virtual views are 

shown in Fig. 9.  

  
(a)   (b) 

Fig. 9: ACS755XCB-050 current sensor: (a) real view of the module,  

(b) environmental view of the module in Proteus software. 

5.8  Voltage Sensor 

The voltage sensor is a module that measures the voltage in the network. There are 

several types: voltage sensors of transformers, resistors, capacitors and other types. The 

most common type of voltage sensor is made with two resistors. It has a very simple 

structure. The two resistors are connected in series (such as R4/R5 and R6/R7) and their 

loose ends are connected to the power supply (as shown in Fig. 10). At the same time, a 

high voltage is distributed over these resistors. As a result, a voltage of less than 5 V is 

generated on the point where the two resistors connected. To convert high voltage to low 

voltage, the Atmega microcontroller control unit receives a voltage signal of up to 5 V. 

From their common endpoint, a small voltage signal is transmitted to the control unit of 

the Arduino board. The small voltage signal is converted to numerically accurate value 

using a special formula in the program [5], [22], [24], [27], [29].  
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(a)   (b) 

Fig. 10: Voltage sensor: (a) real view of the module,  

(b) environmental view of the module in Proteus software. 

The imitation model uses two voltage sensors. One of them determines the amount of 

voltage in the common mains and the other determines the amount of voltage in the 

battery. The amount of charge on the battery is calculated with the second sensor.  

5.9  Light Sensor 

The light sensor is a device for measuring the level of ambient light. In the model, 

light sensors are used to monitor the degree of illumination of the telecommunications 

facilities in the area where solar energy sources are located, to determine whether it is 

sunny or cloudy and whether the area's illumination is sufficient for energy production. 

The range of light sensors is formed at different intervals (luxe). They can be adjusted 

depending on the location and conditions of installation [7], [9-10]. A photoresistor was 

used to detect the illumination in this system (Fig. 11). The photoresistor resistance varies 

linearly as the ambient light changes. In this case, at the same time as the amount of light 

that comes on the photoresistor surface, its resistance decreases linearly, and with the 

decrease in the amount of light, its resistance increases. Therefore, the amount of ambient 

light is measured depending on the photoresistor resistance [22]. 

  
(a)   (b) 

Fig. 11. Light sensor: (a) real view of the module,  

(b) environmental view of the module in Proteus software. 

5.10 Dusting Sensor 

The dust sensor can measure the dust value by transmitting a signal between 4 and 20 

mA, or report that the dust level exceeds the set values. Many dust sensors operate on the 

principle of quantum particle measurement and detect high-resolution particles larger than 

one micron. These particles include cigarette smoke, household dust, spores, mold and 

more. Typically, sensors such as SM-PWM-01C, GP2Y1010AU0F are used to determine 

the level of dust. These sensors determine the concentration of dust in the air using an 

optical sensitivity method. The infrared light-emitting diode (IR LED) and photo-sensor 
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(Photo Transistor) are used as optical sensors. The photosensor receives infrared light 

passing through dust particles [9]. 

  

(a)   (b) 

Fig. 12: Dusting sensor: (a) real view of the module,  

(b) environmental view of the module in Proteus software. 

The CNY70 element was used as a dust sensor in the Proteus software environment 

(Fig. 12). In fact, the CNY70 element is used for other purposes. However, experience has 

shown that this element can also be used as a dust sensor in real conditions, and that is 

appropriate for our experimental sample necessitating only some minor experiments.  

 

5.11 Virtual Terminal 

In the modeling, we used the additional capabilities of the Proteus software 

environment to monitor and analyze transmitting data in real-time. 

  
(a)    (b) 

Fig. 13: Virtual terminal: (a) method of connection to the system,  

(b) appearance of values in the simulation. 

One of them is the Virtual Terminal. It communicates with Arduino through the 

UART interface [13]. It is possible to print optional information in the virtual terminal 

based on the parameters entered in the program. In this model, the measured constants 

shown in Fig. 13 can be monitored in real-time. 

6.   SOFTWARE ALGORITHM OF THE MONITORING SYSTEM OF 

SOLAR STATION 

The solar power station monitoring system has been modelled in two parts: solar 

power station management and its measurement system and monitoring center. They can 

be viewed as a distributed system. In other words, these two systems are at a certain 

distance from each other and have related and unrelated control processes [4]. Therefore, a 

separate software was written for each system model in the Arduino IDE environment. 

Their algorithm is illustrated in Fig. 14 as a block diagram. 
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(a)     (b) 

Fig. 14: Software algorithm for monitoring system: (a) software algorithm for 

transmission part, (b) software algorithm for receiving part. 

Figure 14a illustrates the solar power station management and its algorithm for the 

measuring software system. As shown in this algorithm, the incoming signals from the 

sensors located in the object are converted to digital and the value is determined. All 

defined parameters are first displayed in the Serial Monitor [22]. 

At the same time, the values of this parameter are passed through the serial ports to 

the XBee wireless network module. However, because the measured values are multiple 

and the value type is float, they cannot be written directly to the serial port. Otherwise, the 

values may be mixed and the monitoring center will receive error values. Therefore, the 

value of each parameter (value type - float) is initially converted to a specified amount or 

byte sequence (Value type - String). Then, in order to distinguish each parameter from the 

other, the characters are appended to the front of the values and formed in the form of a 

common data package. Each symbol of the formed data is passed through serial ports to 

the XBee wireless network module. The data is transmitted to the monitoring center using 

a wireless network module. 

Figure 14b illustrates the algorithm of the management system of the solar power 

station’s monitoring center. In this case, after the system is fully loaded, the serial port 

determines the data flow or byte sequence (value type - String) from the XBee wireless 

network module. Then each character in this information is scanned and the value 

corresponding to the character is divided by the measured parameters. The value of each 

allocated parameter is initially specified as a String type of value. On such a value, it is 

impossible to perform mathematical calculations and display on the screen thus, they are 
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converted to float type of values (type of value - float). Defined parameters are displayed 

on the Serial Monitor and LCD. At the same time, these values are transmitted to Web 

Server using Internet network interfaces. 

7.   DESIGNED STRUCTURES OF THE MONITORING SYSTEM 

The structure of the power monitoring system of any facility consists of three parts: 

the measuring part, the server part, and the web page. Specific sensors (such as current, 

voltage, etc.) are installed in the measurement unit for energy sources and consumer loads. 

These sensors are connected to the control unit, which is a small computing system.  

The sensors detect changes in the object and transmit the signal to the control unit as 

voltage or current. The control unit converts the voltage or current signal into digital form 

and transmits it via the wireless network to the central control unit (or Monitoring Center). 

There may be more than one such system. The information transferred from them is 

consolidated in the central control unit (Monitoring Center) and transmitted via the 

Internet to the server. At the same time, it is possible to monitor real-time values from 

sensors using a web browser [3], [11].  

The process of designing remote monitoring of solar power sources of 

telecommunications facilities in the Proteus software environment was carried out in three 

stages: 

• Equipping the solar power station with sensors and IoT technology; 

• Equipping the monitoring center with IoT technology 

• Creating a website for monitoring. 

Typically, this system is designed to remotely monitor solar power stations located in 

different areas. As an example, in this experiment, we implemented a monitoring system 

on only one solar power plant in a virtual environment. But our idea is to monitor all the 

power plants in the designated area. There may be more than 100 such solar power 

stations. 

 

Fig. 15: Solar power plant equipped with IoT technology. 

Figure 15 shows the first step of the system we designed in the virtual environment. 

Several sensors are used for the area where solar panels are located and 

telecommunications facilities: light sensors, dust sensors, temperature and humidity 
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sensors, voltage sensors, and current sensors. The characteristics of these sensors are 

mentioned above. They usually serve to determine the condition of the solar panel's 

installed location (such as the temperature of the solar panel, dust on the surface, and 

ambient humidity), the amount of energy the solar panel produces, the amount of battery 

charge, and energy consumed by telecommunications facilities [2], [22-24]. Defined 

parameters are transmitted to the monitoring center using the ZigBee/Xbee wireless 

network module.  

 

Fig. 16: Monitoring center equipped with IoT technology. 

In the next section, the Monitoring Center is designed to monitor and analyze the 

parameters measured at solar power plants (Fig. 16). The monitoring center is equipped 

with Arduino MEGA, virtual terminal, ZigBee/Xbee wireless network module, LCD 

display, as well as Internet network module (may include YUN WIFI & Ethernet module, 

as well as GSM, Ethernet, WIFI). The monitoring center receives the parameters measured 

and transmitted at the solar power plant using the ZigBee/Xbee wireless network module. 

The received data is displayed using a virtual terminal and LCD display. Simultaneously, 

these parameters are passed to the webserver. The measured parameters are stored in the 

webserver memory. 

 

Fig. 17: Web page view for the monitoring system. 
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It is well known that the monitoring system requires a system of remote control, 

management and evaluation of the distributed system parameters to stay at a discretionary 

distance. A simple web page was created to fulfil the tasks set out in the third stage of 

monitoring system modelling (Fig. 17). 

The webpage can be referenced by typing a web address in any web browser. As a 

result, a web browser will display the page shown in Fig. 17. On this page, the values of 

the solar power plants' measured parameters (solar panel dust, voltage, current, battery 

charge, ambient light, temperature, humidity) are presented in various graphical images 

and figures. Every change can be seen in real-time using this webpage. This allows us to 

monitor system performance, quickly identify problems, and use optimal solutions to 

address them, to evaluate and improve the system's performance. 

8.   SIMULATION PROCESS OF THE MODEL 

The solar power station monitoring system of telecommunications facilities modelled 

in the Proteus software environment is a virtual system. It is required to create a wireless 

sensor network between the ZigBee/Xbee network modules to transfer from the station to 

the monitoring center. The exchange of data between wireless sensor networks is carried 

out by electromagnetic waves in the environment [31-32]. However, the simulation 

environment is embedded in a single PC software that cannot generate signals using 

electromagnetic waves. The Xbee network module in the Proteus software environment 

(Fig. 5b) is built on the RS232 serial communication interface. Information exchange 

between RS232 serial communication interfaces is provided through a physical 

communication port (COM Port - Communication Port). This means that a virtual 

communication port should be created on the PC to provide communication between the 

Xbee network modules in the Proteus software environment. A lot of software is available 

on the PC to develop virtual communication ports. For this model, VSPE (Virtual Serial 

Port Emulator) software was used to create a virtual COM port on the PC, and virtual 

COM2 and COM3 ports were created. They are configured for the Xbee network module 

in the Proteus software environment (Fig. 18). 

  
(a) (b) 

Fig. 18: Xbee network module configuration window in Proteus software 

environment: (a) for the transmitter Xbee network module at the station, (b) for the 

receiving Xbee network module at the monitoring center. 

As mentioned above, data received by the monitoring center is transmitted to the 

Internet using the YUN WIFI & Ethernet network interface. To view the transmitted 
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values in a PC web browser, you need to configure the local host port number for the 

YUN WIFI & Ethernet network interface. In this model, the 8181 localhost port number is 

configured for the YUN WIFI & Ethernet network interface (Fig. 19). 

 

Fig. 19: Configuration window the YUN WIFI & Ethernet network interface in 

Proteus software environment. 

After the settings have been fully set up, by simultaneously launching the simulation 

models of the solar power plant wireless transmission system and the monitoring center, 

the simulation results can be verified, the values of sensors located on the solar station 

(Fig. 20a) can be changed, and the results can be monitored on the LCD display and 

virtual terminal located in the monitoring center (Fig. 20b). Also, the monitoring center 

transmits the measured values to the webserver using the Internet network interface. 

Figure 20 shows the simulation result of the monitoring system. The signal view of 

transmitted and received information is displayed through the digital oscilloscope. 

 

(а)      (b) 

Fig. 20: The window of the simulation process with transmitting  

(a) and receiving, (b) data. 
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9.   RESULTS 

The results of the system model simulation process were usually analyzed using the 

Virtual Terminal and a digital oscilloscope. The Virtual Terminal and Digital Oscilloscope 

are connected to the signal channels transmitted by the solar power station to the Xbee 

network module and received through the Xbee network module located in the monitoring 

center, as well as the Internet wireless interface (YUN WIFI & Ethernet). The initial check 

was performed for transmitted and received signals, and the results are illustrated in Fig. 

21 and 22. Figure 21a belongs to the transmitting values and Fig. 21b belongs to the 

receiving values. In this Fig., the values transmitted by the station and received by the 

monitoring center are the same. This means that the measured values are passed and 

received through the Xbee network module without any errors. 

 

                                    (a)           (b) 

Fig. 2: The view window of values transmitted and received by the Xbee network 

module during the simulation in the Virtual Terminal. 

 
a)        b) 

Fig. 22: The electrical signal graph of the transmitting and receiving values  

by the Xbee network module during the simulation. 

Using the Digital Oscilloscope, the electrical signal view of the values shown above 

gave the following results (Fig. 22). All channels (channels A, B, C, D) of the Digital 

Oscilloscope are set to the same setting to compare the signal status. In the graph, the 

yellow line represents the signal being transmitted and received. In this case, the electrical 

signal of the transmitted data differs from that of the received signal. This is because 

additional information is being added to ensure the reliability and accuracy of the 

transmitted data. The blue line signal graph in Fig. 22b represents an unexpectedly 
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generated signal. This can be seen as a signal that the information has been received. As 

you can see from these pictures (Fig. 21 and 22), the parameters measured at the solar 

power station and reach the monitoring center in the form of data using a wireless sensor 

network.  

The next step was to analyze the signal graphs transmitted and received by the 

monitoring center to the webserver (Fig. 23b). As you know, web servers are based on the 

client-server architecture. The client first sends a request to the server, and the webserver 

responds to the request based on the received request. Therefore, this image also shows the 

transmitting information (or request) signal by the monitoring center and the receiving 

information (or confirmation response) signal from the server. In this case, the transmitted 

signal graphic to the webserver is a red line, and the received signal graphic is green. 

 

(a)        (b) 

Fig. 23: The electrical signal graphics of data transmitted and received by the Xbee 

network module (a) and the Internet network module (b) during the simulation. 

In this figure, the graph shows the transmitted and received signals appearing at the 

same time. We place them on top of each other to see the difference between the 

transmitted and received signals (Fig. 24), the difference is obvious.  

 

Fig. 24: Comparative electrical signal graph of data transmitted and received by the 

network module in the simulation process. 

We can see the simulation results of the telecommunications facilities solar power 

station monitoring system model in any web browser installed on PCs or smartphones. 

The result of the simulated system was verified using a Microsoft Edge web browser 

installed on the PC (Fig. 22). To view the results, open the web browser and enter 

“localhost: 8181”. As a result, the web page shown in Fig. 25 will open. With this web 

page, the system status can be monitored in real-time 
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Fig. 25: Web page view of solar power station monitoring system. 

10.  CONCLUSION 

Today, the increasing demand for renewable energy sources has led to the 

development of research and improved the efficiency of such systems used in various 

facilities. In particular, the use of solar power stations for telecommunications facilities is 

a crucial factor in energy conservation. Therefore, the design of this system was developed 

and modelled. A software product for this system has been created. There was research on 

all parameters of the solar power plant. We can be watching when these settings were 

changed. The monitoring center and webpage settings were changed. In this case, when 

the optional parameters of the solar power station were changed, the monitoring center and 

website were updated at the same time. The value has been changed to replace the 

previous one. This system is a crucial factor for the accurate and reliable operation of the 

system. 
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ABSTRACT:  Data mining is the extraction of information and its roles from a vast amount 
of data. This topic is one of the most important topics these days. Nowadays, massive amounts 
of data are generated and stored each day. This data has useful information in different fields 
that attract programmers’ and engineers’ attention. One of the primary data mining classifying 
algorithms is the decision tree. Decision tree techniques have several advantages but also 
present drawbacks. One of its main drawbacks is its need to reside its data in the main 
memory. SPRINT is one of the decision tree builder classifiers that has proposed a fix for this 
problem. In this paper, our research developed a new parallel decision tree classifier by 
working on SPRINT results. Our experimental results show considerable improvements in 
terms of the runtime and memory requirements compared to the SPRINT classifier. Our 
proposed classifier algorithm could be implemented in serial and parallel environments and 
can deal with big data. 

ABSTRAK: Perlombongan data adalah pengekstrakan maklumat dan peranannya dari 
sejumlah besar data. Topik ini adalah salah satu topik yang paling penting pada masa ini. Pada 
masa ini, data yang banyak dihasilkan dan disimpan setiap hari. Data ini mempunyai 
maklumat berguna dalam pelbagai bidang yang menarik perhatian pengaturcara dan jurutera. 
Salah satu algoritma pengkelasan perlombongan data utama adalah pokok keputusan. Teknik 
pokok keputusan mempunyai beberapa kelebihan tetapi kekurangan. Salah satu kelemahan 
utamanya adalah keperluan menyimpan datanya dalam memori utama. SPRINT adalah salah 
satu pengelasan pembangun pokok keputusan yang telah mengemukakan untuk masalah ini. 
Dalam makalah ini, penyelidikan kami sedang mengembangkan pengkelasan pokok 
keputusan selari baru dengan mengusahakan hasil SPRINT. Hasil percubaan kami 
menunjukkan peningkatan yang besar dari segi jangka masa dan keperluan memori 
berbanding dengan pengelasan SPRINT. Algoritma pengklasifikasi yang dicadangkan kami 
dapat dilaksanakan dalam persekitaran bersiri dan selari dan dapat menangani data besar. 

KEY WORDS:  Data mining, Big data, Decision tree, Parallel classifier, SPRINT 

1. INTRODUCTION
Recently, too much data is generated and stored on servers per day. This data has great

amounts of essential and useful information and therefore, searching through this data can be 
one of the most essential topics in data science. The process of extracting information from 
large data sets and discovering patterns is termed data mining and it involves methods from 
artificial intelligence, machine learning, and database systems. One of the main goals of the 
data mining process is to build a logical structure from the extracted information and prepare 
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this information for further use. The data mining process involves many sub-processes like data 
collection, database management, data pre-processing, and online updating [1]. 

In data mining, classification is one of the learning models, and the classifications are used 
to build a model that classifies the unclassified data in the dataset. These models are rules or 
patterns that connect the input data with the output target and used to predict the future output 
of the system that the data was taken from [2] and can be used in several fields such as 
marketing, advertisement, and medical science [3]. 

The data mining process steps that were explained by Berry and Linoff in 2004 [2] are in 
Figure 1. 

 
Fig. 1. Data mining process [2]. 

To create data mining models, we can use data mining algorithms. First, the algorithm starts 
by analysing the data set and extracting trends, results, and specific patterns, and these will be 
used next to determine the priorities and the parameters of the data mining model. Finally, these 
parameters are applied to the data set to find the patterns and statistical needs [4]. Selecting the 
best algorithm for the application depends on the data mining tasks, available data, data kind, 
and the size of data [5]. 

The decision tree algorithm is one of the most popular data mining algorithms because it 
has high accuracy, fast training performance, and is easy to understand. Dividing the data into 
several subsets is the primary purpose of this algorithm. The first step is to evaluate the 
attributes to determine how to divide the data between the classes. Then, this process is applied 
over all subsets until the decision tree is formed. The decision tree algorithm is a hybrid 
algorithm because it supports classification and regression tasks. The classification task can be 
used to predict continuous and categorical variables where the regression task can be used to 
predict only continuous variables. Decision tree algorithms can also be applied for association 
analysis [4]. The decision tree algorithm has many advantages over all data mining algorithms, 
which are easy to understand, quick to build the tree, and efficient to a high degree [6]. 

Naive Bayes algorithm is another data mining algorithm that achieves the learning phase 
based on evidence. This algorithm learns the evidence by counting the connection between the 
critical variables and all other variables [7]. Naive Bayes can detect the factors in a production 
line or how the products are related. However, this algorithm cannot classify nonlinearly 
separable classes correctly [4]. 

The neural network algorithm is a data mining algorithm that works by creating 
relationships between the input and output data and then uses these relationships to create 
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prediction patterns [4]. The algorithm result is difficult to explain, thus, a data mining process 
should start with decision trees, and then use the neural network algorithm [8]. 

The clustering algorithm finds the variable that classifies the data, and it is often used as a 
step in a big data analysis project. The clustering algorithm uses two methods to assign the 
clusters. The first method is the K-means method. In this method, the centre is moved to the 
mean of all assigned objects after the assigned object's phase. The second method is the EM 
method (Expectation-Maximization method), that uses a probabilistic measure to assign 
objects to the clusters and uses a bell curve for the dimension from the low centre and a standard 
deviation [4, 9].  

An association algorithm is a rule-based method in data mining. This method is used to 
discover interesting relations between the attributes in big data sets [10]. This algorithm uses 
impressive measures to identify the discoverable rules in the data set. 

The sequence clustering algorithm is a combination of two techniques, the clustering 
technique and sequence technique [4]. A time-series algorithm is a series of the data collection, 
which is collected in a timeframe. This algorithm is used to forecast the future based on history. 
This algorithm can provide many services and the most commonly used specify the seasonality 
and multiple periods. This algorithm has an excellent advantage, and it can do a great job with 
minimum information [4]. 

The data classification process divides the data into classes where each class has a unique 
symbol. The data in each class have common properties. To classify the data, we have first to 
determine how many tasks we want, and we have to determine the methods for breaking data 
into ranges, this method is related to the data that we are classifying and the project that we are 
working on. Data classification has some challenges, such as how to determine the best method 
to break and split the input data, and the challenge of determining the number of classes and 
what these classes are. 

The main goal of classifying data in data mining is to generate a predicted model, by learning 
from input data. This model can predict and divide the new input data between the classes. 
Predicted models discover relationships between the attributes that would make it possible to 
predict the outcome [11]. 

The first step in classification is prepared data in the training set, which is done in three parts 
[2]: 

• Clean the data: we have to use smoothing techniques to remove the noise from data,
and we have to solve the missing data problem by replacing it with the commonly occurring 
value for that attribute. 

• Irrelevant attribute problem: in some databases, the attributes are not related. Therefore,
correlation analysis is used to know if there is any connection between attributes. 

• Database normalization: The process of organizing (such as the attributes and tables)
for reducing data redundancy and improve data integrity is called normalization. 

A decision tree is a compact data structure that can be built quickly and provides significant 
descriptions of the relationships between the input variables and the target attributes. The 
decision trees can provide accurate predictions if applied to the problems that can be 
represented with contrapuntal expressions. It can handle continuous and categorical attributes 
and is very powerful with separate attributes. The decision tree classifier has many advantages 
over all other classifiers [6]. The first advantage is that the distribution in the decision tree is 
free, consequently, there is no prior assumption about the previous data distributions. The 

121



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Shamseen et al. 
https://doi.org/10.31436/iiumej.v22i2.1541 

 

 

second advantage is that the decision tree does not require as much training as the other 
classifiers. Finally, the most important advantage is that the decision tree is easy to understand. 
These trees can be a set of rules that describe the connection between the input and target 
attributes. 

Sometimes the decision tree generates some unwanted and meaningless rules while it is 
growing deeps. This problem called the overfitting problem. The overfitting problem increases 
the tree size and data noise in the tree, and reduces the efficiency and accuracy of the data. To 
solve the overfitting problem, we have to use pruning methods to avoid a large tree size. There 
are two kinds of pruning methods in the decision tree. Post sorting is a kind of pruning that first 
builds the tree, and then reduces unwanted branches in the decision tree. The second kind of 
pruning method is pre-sorting. In this kind, the tree keeps on checking in each step of the 
building phase [12]. 

Each kind of pruning method has many techniques. For post sorting, there are many methods 
such as reduced error, error complexity, minimum error, and cost-based. For  pre-sorting, there 
are a minimum number of object and chi-square pruning [13]. 

Nowadays, data mining is a critical technology in the world because all the information and 
data in different fields of work such as business and science are loaded and stored in servers 
and have much valuable information that needs to be instructed. The classification task in data 
mining is useful in many fields of life, and classifying data and creating the predictive model 
allows us an opportunity to have advanced knowledge of events. In the classification process, 
we are dealing with big data sets. Therefore, we have to improve the classification algorithms 
to be able to handle this size of data and to be more comfortable for implementation. Data size 
is growing very fast every day, faster than the growth in hardware abilities. To analyse and 
classify this size of data, we have to make classification algorithms more effective in both the 
time that they take to classify the data and the data structure of the algorithms. 

The data mining process has many tasks like association, classification, clustering, 
regression, anomaly detection, and summarization. These tasks can formulate the problem and 
discover knowledge from data. Classification is the most common task in data mining. This 
technique is used to create a predictive model for future behaviour. Decision tree is the most 
common classification algorithm in data mining and is easy to implement, has a high degree of 
accuracy, and has easily recognizable patterns. 

There are many algorithms to build the decision tree; each one of them has advantages and 
disadvantages. However, in data mining, the size of data is very big, thus in the implementation 
phase, all of these algorithms struggle with the amount of data that must stay in active memory 
until the mining process ends. 

Due to the strain on computing assets caused by the massive amounts of data involved, the 
ideal classifier should take less time to complete the classification process, thus requiring less 
computer memory. In this research, we propose a new classifier to enhance classification tasks 
in data mining, and we will compare our proposed classifier with the SPRINT classifier in 
parallel computations. 

The goal of this research is to design and implement a new classifier to build the decision 
tree for mining in big data sets. The aim is to make the classification process easier and quicker 
in both parallel and serial implementation and to decrease the data size that should stay in the 
memory. In this proposed classifier, we solve the problems in the other classifiers such as 
runtime and memory requirements, and also we fix the incorrect results obtained by some 
classifiers that are proposed to improve the runtime and memory requirements. 
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In our research, we have to implement two decision tree algorithms to test their runtime and 
the memory requirements. The training data have to be datasets consisting of several attributes. 
If we download a data set from the internet, we have to make many changes to it to make it 
more suited to the parallel programs. Consequently, we created a dataset with three attributes 
and use it as a training set for the implementation phase. 

The rest of this article is as follows. In Section 2, we review the literature survey of related 
researches in the data classification algorithms. The methodology of our proposed classifier 
method and a comparison with the best previously proposed parallel classifier have been 
presented in Section 3. The simulations and experimental results of the proposed algorithm 
have been presented in Section 4. Finally, in Section 5, we discuss the conclusion of this 
research and future work. 

2. RELATED WORK
Decision trees are one of the most crucial classification algorithms that can be constructed

quickly and possess simple and easy-to-use models [6, 14]. The most common decision trees 
builders are CHAID (CHI-squared Automatic Interaction Detection), ID3 (Iterative 
Dichotomies 3), C4.5, CART (Classification and Regression Tree) and MARS (Multivariate 
Adaptive Regression Splines). Each one of them can be implemented in serial and parallel 
situations, but SLIQ (Scalable Classifier for Data Mining) and SPRINT (Scalable Parallel 
Classifier for Data Mining) algorithms have a perfect performance in parallel implementation. 

CHAID classifier is a decision tree builder for dependent variables proposed in [15]. This 
classifier uses CHI-squared Automatic Interaction Detection (CHAID), which is a technique 
for analysing a large amount of data by dividing it into separated subsets. The classifier then 
detects the interactions between categorized variables of a data set that are the dependent 
variables. 

The CART algorithm is the classification and regression tree published in [16]. This 
algorithm is used to build a prediction model from data. The prediction model is created by 
partitioning the data recursively and fitting a simple prediction model in each partition, then, a 
decision tree is built to represent and describe the partition graphically. 

In [17], the authors presented a framework called CLS (Concept Learning System). This 
system builds a decision tree with the minimum cost of classifying. The cost of classifying 
consists of two components: the cost of determining the property of an object and the cost of 
deciding. In [6], Ross Quinlan presented ID3, which is one of the serial algorithms developed 
from the CLS algorithm, which is used to build the decision tree invented. It handles category 
attributes only, begins with the original set as the root node, and all the attributes in the set 
belong to the same class. ID3 algorithm is suffering from an overfitting problem. To solve the 
overfitting problem, Ross Quinlan created a new algorithm in 1993 and named it the C4.5 
algorithm. 

In [18], the MARS algorithm, which is a group of techniques implemented together, was 
presented. This algorithm solves the regression-type problems and has the same purpose as the 
classification algorithms for predicting the values of the dependent (outcome values) and 
independent (income values) values. 

Most of the classification algorithms are designed for resident memory data, and this issue 
limits the ability to mine in large data sets. In [19], the SLIQ algorithm was proposed to build 
the decision tree to solve the resident memory data problem by using a new data structure. In 
[20], the authors designed SPRINT. This algorithm has the same advantage of SLIQ, but a 
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different data structure. SPRINT data structure is an attribute list with three rows, the first row 
is the attribute value, the second row is the class, and the third row is the index of the record. 
This list is sorted in the first step and only one time. 

In [21], the ScalParC algorithm (Scalable Parallel Classifier algorithm) proposed for 
enhancing the runtime and the memory required in SPRINT. ScalParC has the same data 
structure of SPRINT, and it creates a separate list for each attribute consisting of the attribute, 
the class, and the index.  It then creates another data structure to stay in the memory during 
execution time that determines to which node each datum belongs to. The difference between 
the two algorithms is that ScalParC distributes the data structure, which stays in memory 
between the processors to increase the memory request and execute the split by level not by 
not to increase the communication time [21]. However, in 2000, Kevin Bowyer has proved that 
ScalParC gives incorrect results in some situations [22]. 

CLOUDS algorithm is a breadth-first strategy to build the decision tree and uses the Gini 
index for evaluating the split points [23]. It uses either sampling the splitting method or 
sampling the splitting points with estimation method to determine the splitter at each node of 
the tree, and it evaluates the split points for categorical attributes as in SPRINT. 

In [24], the authors presented a Random Forest classifier. It consists of numbers of simple 
trees, each one of these trees is capable of producing a predicted response. For the classification 
tasks, the response of these trees has a class membership form. This task classifies the 
independent variables in categories. For the regression task, the response is an estimation of 
the dependent variable, given the predictors. Each tree in the forest has an individual 
responsibility for the queries. This response depends on the predictor values which have the 
same distribution for all the trees and are selected independently. 

The public classifier is developed from SPRINT and proposed in [25]. It has the same data 
structure, the same steps, and the phases. The main goal of the public is dealing with data that 
has much noise and suffers from missing and incorrect values, the kind of problems that can 
be fixed using the pruning method. 

3. METHODOLOGY  
The new algorithm has the same data structure for SPRINT. It creates an attribute list for 

each attribute. This list consists of three rows: the attribute, the class, and the rids. The sorting 
process is done in the first phase, and it is done once. Our algorithm also uses the hash table to 
determine the rids in each node and use the Gini index to found the best split point in each 
attribute list. 

In the first step, the parallel pattern attribute records are distributed equally over all the 
processors in SPRINT and the proposed algorithm. Thus, in this case, each processor processes 
the same number of records. Figure 2 shows parallel data placement in the proposed algorithm 
in the first step. 

In our algorithm, we distribute the hash table between the processors and create a new data 
structure called the node table. This data structure determines the number of classes in each 
node because in the calculation phase, each processor calculates (Gini) for its rids. In this phase, 
the processor needs information about the rids in each node and the number of each class in 
the node; thus, this new data structure determines the number of classes in nodes in each level 
of the tree. Figure 3 shows the new data structure in the proposed algorithm. 
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Fig. 2. The parallel data placement in the proposed algorithm. 

Fig. 3. The new data structure in the proposed algorithm. 

The proposed algorithm has many advantages over SPRINT, and it enhances many weak 
points in SPRINT. In SPRINT, the size of the hash table is equal to the size of the data set, and 
the hash table is memory resident. Each processor has to frequently connect to the hash table 
to determine the rids in each node of the tree, and the hash table must be updated after each 
split. 

The total communication overhead (per processor) in SPRINT is O(N), where N is the 
number of records in the dataset, and the total memory requirement (per processor) is O(N), as 
the size of the hash table is the same order as the size of the training dataset for the upper levels 
of the decision tree, and it resides on every processor. Therefore, SPRINT is unscalable in 
runtime and memory requirements. 

The communication cost in SPRINT is very high, especially when the data set is vast. In 
this case, the size of hash table will be a problem because it should stay in memory and the 
frequent connection with the hash table increases the runtime of the algorithm. Figure 4 shows 
the communication cost in SPRINT. 
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Fig. 4. Communication cost in SPRINT. 

In the proposed algorithm, the hash table is distributed between the processors. In the 
calculation phase, each processor will connect with part of the hash table to determine the rids 
in the node and will connect to the node table to determine the number of classes in the node. 
Each processor will update its part of the hash table. 

In this way, the total communication; over each processor is O(N/P+M/2), P is the number 
of processors, and M is the size of the node table (M=number of classes* 2), in this case, we 
decrease the communication cost and the time of the update. Figure 5 shows the communication 
cost in the proposed algorithm. 

 
Fig. 5. Communication cost in the proposed algorithm. 

In SPRINT, the records in the attribute list are distributed between the processors equally 
in the first step after the sorting process, and this distribution continues until the last step. Each 
processor processes the records that were assigned to it in the first step. 

This approach caused a communication problem when the records that were assigned to 
one processor are located in more than one node. In this case, the fast processor will wait until 
the slower processor finishes its work, increasing the runtime of the classification process. 

The reason for the problem is that the process is done per level. Thus, the records in more 
than one node are evaluated to determine the best split in each node, in this case, waiting time 
will be considerable because each processor is waiting for another processor to finish its work 

126



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Shamseen et al. 
https://doi.org/10.31436/iiumej.v22i2.1541

and each processor is evaluating records for more than one node; thus, the creation of a new 
node will take much more time. Figure 6 shows the communication problem in SPRINT. 

Fig. 6. Communication problem is SPRINT. 

In our algorithm, distributing the records between the processors is based on two rules. 
The first rule is that the distribution is done per node, not per level. Assigning the record is 
done in each node, therefore, there is no previous record assignation in the nodes and each 
processor connect with its part of hash table to determine how many records are in its 
responsibility in each node and the max number of records that each process handles is (N/P). 

In this way, the split process in each node is done entirely before going to the next node, 
and the processors evaluate the split point only for one node, and this will decrease the waiting 
time in each processor. 

To determine the best attribute for a split in the node, each processor connects with its part 
of the hash table and determine the rids that belong to the node. After determining the rids in 
the node, each processor performs calculation operations on these rids for the records in 
remaining attributes to select the best attribute for the next split step. Figure 7 shows the 
communication per node in the proposed algorithm. 

Fig. 7. Communication per node in the proposed algorithm. 

The size of the hash table is a critical issue when dealing with a big data set because, in 
the high level of the tree, the size of the hash table is in the same order as the size of the dataset. 

In SPRINT, the entire hash table stays in the memory of each processor, and in each 
evaluation step, the processor needs to connect to all the elements in the hash table to determine 
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the rids in each node. In our proposed algorithm, the hash table is distributed among all the 
processors; thus, the memory-resident in each processor is (N/P), and the new data structure 
also stay in memory; thus, the memory-resident of our algorithm is (N/P + M), where M is the 
size of the node table, and in each evaluate step, the processor connects only with its part of 
the hash table. Figure 8 shows the memory requirements in both SPRINT and the proposed 
algorithm. 

 
Fig. 8. Hash table (resident memory) in SPRINT and the proposed algorithm. 

In SPRINT, each processor has to stay in contact with all the hash tables in each step to 
determine the rids in each node of the tree. Therefore, all the hash tables should stay in memory 
until the build process is completed. However, in the proposed algorithm, there is no need to 
keep the entire hash table in memory, the hash table is divided between the processors, and 
each one of them connects with its part of the hash table to determine the rids in the tree node. 

Processors update the hash table in each level of the tree in the proposed algorithm after 
the split step. Because the hash table is distributed between the processors, each processor 
updates its part of the table. Figure 9 shows how hash table parts are updated in each processor. 

 
Fig. 9. Update of the hash table in the proposed algorithm. 
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Communication cost is one of the most critical issues in the classification process when 
we are dealing with big data sets. The changes that we have made in the SPRINT algorithm 
will decrease this cost and make the algorithm more scalable in runtime and memory size. The 
new data structure will make the algorithm more efficient for massive data sets, and the 
connection with the hash table will be at the minimum level.  

To execute the evaluation step, the split step per node will let the tree be constructed faster, 
and there will much less waiting time. This approach of work distribution between the 
processors will make them focus on finishing the tree node by node. 

The proposed algorithm data structure and the per-node build strategy will enhance the 
decision tree building process. The communication problem that is happening when the 
processor evaluates the records in more than one node in one time will be solved. 

4. EXPERIMENTAL RESULTS
4.1. Evaluating the execution time

We have implemented the SPRINT algorithm and the proposed algorithm using MPI, and 
data sets in up to (10^5) and we used six, nine, and twelve processors in a cluster with total 
processing hardware of 80 cores/10 nodes and Ram 16 GB, we got the attribute value from the 
database and created an attribute list for each attribute, then we sorted the attributes. 

After the sorting phase, we executed the steps of the algorithm. First, we found the Gini 
for each attribute, then selected the best split and the split point. Finally, we executed the split 
and repeated this circle for the remaining attributes. Figure 10 shows the execution time in both 
SPRINT and the proposed algorithm. 

Fig. 10. The execution time (in second). 
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From Figure 2, we can divide the different runtime between two algorithms into three 
parts, the first part is when data is between (500-3000), the proposed algorithm gives a better 
result than SPRINT but the range of execution time is not significant, the second part when 
data is from (3000-6000), proposed algorithm also gives a better result than SPRINT and the 
range in execution time is bigger than the first part. We can see that every time the size of the 
data gets bigger, the difference range in runtime between the algorithm gets better and the 
proposed algorithm gives a better result. 

In SPRINT, when the data size gets bigger, the hash table does not fit in memory, so we 
have to do many rounds to update the hash table, these rounds take much time and increase the 
communication cost because the next step is dependent on the hash table rids to determine the 
node for each attribute value. 

In our algorithm, a hash table is distributed between the processors, so even if the data size 
gets bigger, the hash table in each processor fits in memory, and we need no more rounds. The 
results of implementation show that the proposed algorithm is faster than SPRINT in small and 
big data sets. Table 1 shows the results of implementation. 

Table 1: Comparing the runtime of SPRINT and the proposed algorithm (in second).  

Data Size 

(records) 
SPRINT 6 SPRINT 9 SPRINT 12 My 

algorithm 
6 

My 
algorithm 

9 

My 
algorithm 

12 

500 0.00 0.00 0.00 0.00 0.00 0.00 

1500 0.00 0.00 0.00 0.00 0.00 0.00 

3000 0.10 0.00 0.00 0.00 0.00 0.00 

6000 0.29 0.08 0.00 0.12 0.00 0.00 

10000 0.72 0.3 0.12 0.34 0.18 0.00 

150000 1.12 0.51 0.22 0.6 0.24 0.12 

20000 2.52 0.96 0.3 1.12 0.39 0.22 

30000 4.48 1.98 0.72 2.28 0.82 0.31 

 
4.2. Evaluating the memory requirement 
In SPRINT, the size of the hash table is equal to the order of the size of the training dataset 

for the upper levels of the decision tree. It is resident in all processors and the number of 
processors does not have any effect on the size of the hash table. Thus, when we are dealing 
with massive data sets, the hash table size is a series problem. 

In the proposed algorithm, the hash table is distributed between the processors, therefore, 
if the data set order is O(N), then the hash table in each processor is O(N/P); by this solution, 
we solved the memory requirement problem. Figure 11 shows memory requirements in each 
processor for both algorithms. 
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Fig. 11. The memory requirement in each processor. 

Data size is a severe problem because hardware cannot handle the fast growth of data size, 
therefore, developing the existing classification algorithms and making them able to handle a 
huge data size, without the need of potent hardware, is very important. Table 2 shows the 
memory requirement in SPRINT and our algorithm. 

Table 2: Comparing the memory requirement by the record in each processor. 

Data Size 

(records) 

My 
algorithm 

6 

My 
algorithm 

9 

My 
algorithm 

12 
SPRINT 

500 88 60 46 500 

1500 254 171 129 1500 

3000 504 338 254 3000 

6000 1004 671 504 6000 

10000 1671 1116 838 10000 

15000 2504 1671 1254 15000 

20000 3338 2227 1671 20000 

30000 5004 3338 2504 30000 

In the previous experiment, the proposed algorithm showed a better result than SPRINT. 
It needs a smaller memory size per processor than SPRINT. In our algorithm, the hash table 
should stay in memory in all the steps, because it is essential to determine the record rids in 
each node. In SPRINT, the hash table in each node has the same size order as the data set, thus, 
if the dataset is huge, SPRINT suffers from a memory requirement problem and needs more 
time to complete the classification process. However, in our algorithm, hash table size is 
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distributed equally among the processors. Thus, each processor has (N/P) records which stay 
in memory, and the node table also stays in memory and has size M which is the number of 
classes, therefore, the memory requirement for our algorithm is (N/P +M). 

5. CONCLUSION AND FUTURE WORK 
A decision tree is one of the most popular algorithms in data mining. It has many advantages 

such as being easy to understand, having a high degree of accuracy, and building the tree very 
quickly. The decision tree algorithm can handle both categorical and continuous attributes. This 
algorithm classifies the data set records and builds a predictive model that can be used to predict 
future outputs. 

There are many techniques to build the decision tree such as C4.5, ID3, CART, and CHAID. 
Each one of them has a unique method and has many advantages, which make the building 
process easier and more efficient. In data mining, the decision tree building algorithms deal 
with very big data sets; thus, these algorithms must be able to handle this size of data and 
consider the ability of the computer's hardware. 

Most of the decision tree algorithms are designed for resident memory data, this approach 
decreases the ability of these algorithms when the data sets are significant. Therefore, many 
studies have been done in this area, and many algorithms have been proposed to solve the 
limited ability of the existing algorithms to handle big data sets. SPRINT algorithm is designed 
to solve the resident memory problem using a new data structure, which decreases the resident 
memory data size and makes the parallel designing of the decision tree easier. 

In this paper, we proposed a new parallel builder for the decision tree, which solves the 
runtime problem and the memory requirement problem in other algorithms. We tested the new 
algorithm using MPI and compared the results with the best parallel algorithm, SPRINT. 

Our algorithm showed a better result than SPRINT with different sizes of data sets. It also 
showed a better result in runtime because the communication cost of the split step was 
decreased from O(N) to O(N/P +M/2) after we distributed the hashtable among the processors. 

Distributing the hashtable also solved the memory requirement problem because all the 
processors share the size of the dataset equally. In this case, the algorithm will not suffer from 
overfitting problems when the size of the hashtable is too big and there will be no need for 
many rounds to update the hashtable. 

Also in SPRINT, the initial distribution of the attribute lists records between the processors 
was not changed. This approach caused communication problems when the rids for one 
processor existed in more than one node. However, in the proposed algorithm, we solved this 
problem by building the tree node by node; thus, in the evaluation step, each processor 
evaluated its rids in one node, in this case, the process completed the node and went to another 
node.   

By evaluating the implementation results for SPRINT and the proposed algorithm, we can 
see that the proposed algorithm is better than the SPRINT in runtime and memory 
requirements. These advantages make the proposed algorithm more useful when the size of the 
dataset is significant. Selecting the best algorithm to build the decision tree is based on many 
rules, the size of the dataset is one of the critical issues that should be considered in the selection 
process. There are many algorithms that are very useful and powerful when the amount of data 
is not very big such as C4.5 and CART, but, when the size of dataset is big, SPRINT and the 
proposed algorithm are better than other algorithms. The new data structure of the proposed 
algorithm helps to handle this big size, and it is even better than the SPRINT data structure. 
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In parallel computing, load balancing between the processors is essential, and the data load 
must be divided equally between the processors, otherwise, some processors will work more 
than others. In the decision tree, some nodes reach a dead end, and this happens when all the 
records in the node are related to one class. In this case, there is no need to evaluate and process 
the records in these nodes. Our algorithm suffers from an unbalancing problem when some 
nodes reach a dead end, and some processors are processing more than the others, which 
increases the runtime of the algorithm. For the future work, we will solve the unbalancing 
problem when some nodes reach a dead end and divide the work equally between the 
processors to decrease the runtime. This step will enhance the building process and make the 
proposed algorithm more powerful and more suitable for massive data sets. 

Nowadays, data scientists are more interested in deploying emerging and strong deep 
learning (DL) algorithms [26-30]. DL can perform big data analytics efficiently. It can be 
widely utilized for handling some traditional problems in Big Data Analytics such as data 
labelling, semantic indexing, probing complex and nonlinear patterns from giant volumes of 
data, fast and efficient information retrieval, and simplifying discriminative tasks. As a result, 
it would be a progressive solution to our work in the future. 
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ABSTRACT:  We investigate how an enhanced light absorption at a specific position 
inside the active layer affects the performance of organic photovoltaic cells (OPVs), 
namely the short-circuit current density (𝐽𝑠𝑐), the open-circuit voltage (𝑉𝑜𝑐), the fill factor
(FF), and the power conversion efficiency (PCE). The performance is calculated using an 
updated version of a previously published analytical current-voltage model for OPVs, 
where the updated model allows the light absorption profile to be described by any 
functions provided that analytical solutions can be produced. We find that the light 
absorption profile affects the performance through the drift current. When the mobility 
imbalance is not very high (when the ratio of the mobility of the faster carrier type to the 
mobility of the slower carrier type is less than about 103), the PCE is maximized when
the light absorption is concentrated at the center of the active layer. When the mobility 
imbalance is very high (when the ratio of the mobility of the faster carrier type to the 
mobility of the slower carrier type is more than approximately 104), the PCE is
maximized when the light absorption is concentrated near the electrode collecting the 
slower carrier type. Therefore, it is important to ensure that the light absorption profile is 
properly tuned so that the performance of OPVs is maximized. Moreover, any efforts 
that we make to improve the performance should not lead to a light absorption profile 
that would actually impair the overall performance.  

ABSTRAK: Kajian ini menilai bagaimana penyerapan cahaya yang tinggi pada bahagian 
tertentu lapisan aktif mempengaruhi prestasi sel fotovoltaik organik (OPV), iaitu 
ketumpatan arus litar pintas (Jsc), voltan litar terbuka (Voc), faktor pengisian (FF), dan 
kecekapan penukaran kuasa (PCE). Prestasi dikira mengguna pakai model terkini yang 
diperbaharui dari model asal analitikal OPV voltan-arus, di mana model ini 
membenarkan mana-mana profil penyerapan cahaya digunakan asalkan penyelesaian 
analitikal terhasil.  Dapatan kajian mendapati profil penyerapan cahaya mempengaruhi 
prestasi berdasarkan arus hanyut. Apabila ketidakseimbangan pergerakan caj tidak begitu 
tinggi (di mana nisbah pergerakan pembawa caj laju kepada perlahan adalah kurang 
daripada 103), PCE menjadi maksimum jika penyerapan cahaya bertumpu pada tengah
lapisan aktif. Apabila ketidakseimbangan pergerakan caj sangat tinggi (di mana nisbah 
pergerakan pembawa caj laju kepada perlahan adalah lebih daripada 104), PCE menjadi
maksimum jika penyerapan cahaya bertumpu pada elektrod yang mengutip pembawa caj 
perlahan. Oleh itu, kedudukan talaan profil penyerapan cahaya yang tepat adalah sangat 
penting bagi menentukan prestasi OPV dimaksimumkan. Tambahan, apa sahaja usaha 
penambahbaikan prestasi seharusnya tidak menyebabkan pengurangan keseluruhan 
prestasi profil penyerapan cahaya. 
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1. INTRODUCTION  
Organic photovoltaic cells (OPVs) have several unique advantages such as 

lightweight, high mechanical flexibility, good transparency, and low fabrication cost [1]. 
Hence, OPVs are viewed as a promising alternative to conventional photovoltaic 
technologies. For example, OPVs have a great potential to be used for powering various 
devices such as wearable devices [1], next generation self-driven biomedical devices [2], 
and off-grid devices for the Internet of Things [3]. The recorded power conversion 
efficiency (PCE) of OPVs has been improving steadily from 11% [4] several years ago to 
17.3% currently [5]. However, the PCE of OPVs is still quite low compared with 
traditional photovoltaics, and even when compared with another emerging photovoltaic 
technology, namely perovskite solar cells [4]. Therefore, improving the performance has 
been a focus of OPV research. 

There are many factors that influence the performance of OPVs such as the carrier 
mobility [6,7], the work function of the electrodes [8,9], the permittivity of the active layer 
[7,10] and the thickness of the active layer [11-13]. The light absorption profile inside the 
active layer has been reported to be another factor that influences the performance [14-16]. 
The light absorption profile is determined by several factors such as the optical properties 
of the OPV components and the thickness of the active layer [13]. 

An improvement in the PCE by optimizing the light absorption profile can be 
achieved in practice since the absorption profile can be controlled to a certain extent. For 
example, optical spacers can be used to alter the absorption profile [14,15]. Another 
method that could be used to control the absorption profile is by employing plasmonic 
nanoparticles, which can be located outside or embedded inside the active layer [17]. Light 
intensity increases near the plasmonic nanoparticles [17], and hence, the light absorption 
should be higher near the nanoparticles. Therefore, one could control the absorption 
profile to a certain extent by choosing the embedment positions of the nanoparticles. 

Although understanding the effect of the light absorption profile is clearly important, 
there is still a gap concerning our understanding on this matter. It has been shown that a 
high light absorption at a specific position inside the active layer improves the 
performance [14-16]. In more detail, Mescher et al. [14] and Islam et al. [16] concluded 
that a higher light absorption at the center of the active layer gives a better performance 
but did not conclude on the possible effect of carrier mobility imbalance. On the other 
hand, Tress et al. [15] concluded that the fill factor (FF) improves if more light is absorbed 
near the contact that collects the slower carrier type even when the mobility imbalance is 
quite low. Hence, there are still uncertainties regarding this matter. For example, from 
previous studies, we still have no clue on how the optimum light absorption profile 
evolves as the carrier mobilities evolve from balanced to highly imbalanced. Furthermore, 
there is a disagreement between the results of previous studies. When the mobility 
imbalance is quite low (when the ratio of the mobility of the faster carrier type to the 
mobility of the slower carrier type is of one order of magnitude), Islam et al. [16] found 
that the best performance is produced when the light absorption is concentrated at the 
center of the active layer whereas Tress et al. [15] found that the best performance is 
produced when the light absorption is concentrated near the electrode collecting the slower 
carrier type. 
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In this paper, we will investigate the effect of the light absorption profile on the 
performance of OPVs with the aim of providing insights on how an enhanced light 
absorption at a specific position inside the active layer affects the OPV performance at 
different levels of mobility imbalance, and enlightening the disagreement between the 
results of previous studies. 

2. METHODOLOGY
2.1  Analytical Model 

The current-voltage model for OPVs presented in this section is employed for all 
calculations in this article. The model is essentially the same as a previously published 
model [18]. Therefore, finer details of the model presented here can be obtained in the 
published work [18]. The only difference between the model presented here and the 
previous model is that the charge-transfer (CT) state generation profile here is open to any 
functions provided that the continuity equations can be solved analytically whereas the CT 
state generation profile in the previous model has an exponential function. The device 
structure of the model is illustrated in Fig. 1. 

Fig. 1: A schematic showing the energy levels and the device structure. LUMOd and 
HOMOd denote the lowest unoccupied molecular orbital (LUMO) and the highest 

occupied molecular orbital (HOMO) of the donor, respectively. LUMOa and 
HOMOa denote the LUMO and the HOMO of the acceptor, respectively. Eg denotes 

the effective band gap. EFa and EFc denote the Fermi levels of the anode and the 
cathode, respectively. 𝐿 is the thickness of the active layer. φpa and φnc denote the 

hole injection barrier at anode and the electron injection barrier at cathode, 
respectively. In the operation of OPVs, anode is the electrode that collects free holes 

and cathode is the electrode that collects free electrons.  

Light absorption by the active layer generates excitons. When the excitons reach the 
donor-acceptor interface, CT states may be produced. Free charge carriers are generated 
from the dissociation of the CT states. When free electrons and free holes recombine 
bimolecularly, CT states are produced back. Therefore, CT states can be generated due to 
exciton relaxations at the donor-acceptor interface (through photon absorption) and due to 
bimolecular recombination. Since bulk heterojunction design is used to construct the 
active layer, the photogenerated CT states are produced at approximately the same 
location where the excitons are photogenerated (or where the photons are absorbed). 
Therefore, the profile of the light absorption can be assumed to have the same equivalent 
shape as the profile of the CT state photogeneration rate. 
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 According to the previous model, when the non-geminate recombination is not 
considered in the electron (hole) continuity equation, the resulting electron (hole) density 
that arises from the solution of the equation is called the maximum electron (hole) density 
𝑛𝑚𝑎𝑥 (𝑝𝑚𝑎𝑥) [18]. The electron and the hole continuity equations at steady state without 
the non-geminate recombination are given by 

𝐷𝑛
𝜕2𝑛𝑚𝑎𝑥

𝜕𝑥2
+ 𝜇𝑛𝐹

𝜕𝑛𝑚𝑎𝑥

𝜕𝑥
+ 𝑃𝑑𝐺𝐶𝑇 = 0 (1) 

𝐷𝑝
𝜕2𝑝𝑚𝑎𝑥

𝜕𝑥2 − 𝜇𝑝𝐹
𝜕𝑝𝑚𝑎𝑥

𝜕𝑥
+ 𝑃𝑑𝐺𝐶𝑇 = 0 (2) 

where 𝐷𝑛 (𝐷𝑝) is the electron (hole) diffusion coefficient, 𝜇𝑛 (𝜇𝑝) is the electron (hole) 
mobility, 𝐹 is the electric field, 𝑃𝑑 is the dissociation probability of CT states, and 𝐺𝐶𝑇 is 
the CT state photogeneration rate per unit volume. The CT state dissociation probability is 
defined as 

𝑃𝑑 =
𝑘𝑑

𝑘𝑑+𝑘𝑓
 (3) 

where 𝑘𝑑 is the CT state dissociation rate coefficient, and 𝑘𝑓 is the CT state decay rate 
coefficient. As in the previous model [18], 𝑘𝑑 given by the work of Inche Ibrahim [19] is 
used in this article, which is an improvement to the Onsager-Braun model [20]. 

Solving Eq. (1) and Eq. (2) are the same as solving non-homogenous second-order 
linear ordinary differential equations with constant coefficients where 𝐷𝑛, 𝐷𝑝, 𝜇𝑛, 𝜇𝑝, 𝐹, 
and 𝑃𝑑 are independent of 𝑥 [18] with 𝑃𝑑𝐺𝐶𝑇 being the non-homogenous term. Any 
functions can be assigned to the non-homogenous term (i.e. to 𝐺𝐶𝑇 since 𝑃𝑑 is a constant) 
provided that Eq. (1) and Eq. (2) can be solved analytically. The boundary conditions as 
given in the previous model [18] are used and MATLAB is employed to analytically solve 
Eq. (1) and Eq. (2) to obtain 𝑛𝑚𝑎𝑥 and 𝑝𝑚𝑎𝑥. 

Furthermore, according to the previous model [18], when the non-geminate 
recombination is considered in the electron (hole) continuity equation, the resulting 
electron (hole) density that arises from the solution of the equation is called the net 
electron (hole) density 𝑛𝑛𝑒𝑡 (𝑝𝑛𝑒𝑡). The electron and the hole continuity equations at 
steady state with the non-geminate recombination considered are therefore given by 

𝐷𝑛
𝜕2𝑛𝑛𝑒𝑡

𝜕𝑥2 + 𝜇𝑛𝐹
𝜕𝑛𝑛𝑒𝑡

𝜕𝑥
+ 𝑃𝑑𝐺𝐶𝑇 − (1 − 𝑃𝑑)𝑅𝑏 − 𝑅𝑚𝑛 = 0 (4) 

𝐷𝑝
𝜕2𝑝𝑛𝑒𝑡

𝜕𝑥2
− 𝜇𝑝𝐹

𝜕𝑝𝑛𝑒𝑡

𝜕𝑥
+ 𝑃𝑑𝐺𝐶𝑇 − (1 − 𝑃𝑑)𝑅𝑏 − 𝑅𝑚𝑝 = 0 (5) 

where 𝑅𝑏 is the non-geminate bimolecular recombination rate per unit volume, and 𝑅𝑚𝑛 
(𝑅𝑚𝑝) is the non-geminate monomolecular recombination rate per unit volume for 
electrons (holes). 𝑅𝑏 is given by 

𝑅𝑏 = 𝛾𝑘𝐿𝑛𝑚𝑎𝑥𝑝𝑚𝑎𝑥 (6) 

where 𝛾 is the bimolecular recombination reduction coefficient, and 𝑘𝐿 is the Langevin 
recombination coefficient [18]. 𝑅𝑚𝑛 and 𝑅𝑚𝑝 are given by 

𝑅𝑚𝑛 = 𝑘𝑚𝑛𝑛𝑚𝑎𝑥 (7) 

𝑅𝑚𝑝 = 𝑘𝑚𝑝𝑝𝑚𝑎𝑥 (8) 

where 𝑘𝑚𝑛 (𝑘𝑚𝑝) is the monomolecular recombination coefficient for electrons (holes). It 
is important to note that 𝑅𝑚𝑛 = 𝑅𝑚𝑝 as explained in the previous model [18]. Solving Eq. 
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(4) and Eq. (5) are also the same as solving second-order linear ordinary differential
equations with constant coefficients. Again, the boundary conditions as given in the
previous model [18] are used and MATLAB is employed to analytically solve Eq. (4) and
Eq. (5) to obtain 𝑛𝑛𝑒𝑡 and 𝑝𝑛𝑒𝑡.

The electron current density 𝐽𝑛 and the hole current density 𝐽𝑝 are given by 

𝐽𝑛 = 𝑞𝜇𝑛𝐹𝑛𝑛𝑒𝑡 + 𝑞𝐷𝑛
𝜕𝑛𝑛𝑒𝑡

𝜕𝑥
 (9) 

𝐽𝑝 = 𝑞𝜇𝑝𝐹𝑝𝑛𝑒𝑡 − 𝑞𝐷𝑝
𝜕𝑝𝑛𝑒𝑡

𝜕𝑥
 (10) 

The total current density 𝐽 is the sum of 𝐽𝑛 and 𝐽𝑝. The first terms on the right sides of 
Eq. (9) and Eq. (10) are the electron drift current density 𝐽𝑛,𝑑𝑟 and the hole drift current 
density 𝐽𝑝,𝑑𝑟, respectively, whereas the second terms on the right sides of Eq. (9) and Eq. 
(10) are the electron diffusion current density 𝐽𝑛,𝑑𝑖𝑓𝑓 and the hole diffusion current density
𝐽𝑝,𝑑𝑖𝑓𝑓, respectively.

2.2  Light Absorption Profiles and Parameter Values 
To achieve the objective of this paper, we need to use the light absorption profile (and 

hence, the 𝐺𝐶𝑇 profile) that has an enhanced absorption (and hence, an enhanced CT state 
photogeneration rate) at a specific position inside the active layer. To produce such a 
profile, we use 𝐺𝐶𝑇 given by 

𝐺𝐶𝑇 = 𝐺0 + 𝐺1(𝑥 − 𝐶)2 (11) 

where 𝐺0 and 𝐺1 are the CT state photogeneration rate parameters, and 𝐶 is the location of 
the peak CT state photogeneration rate (or the location of the peak light absorption). The 
CT state photogeneration rate per unit area of the active layer is 𝐺𝐶𝑇,𝑎𝑟𝑒𝑎 = ∫ 𝐺𝐶𝑇

𝐿

0
𝑑𝑥. 

Hence, 

𝐺𝐶𝑇,𝑎𝑟𝑒𝑎 = 𝐺0𝐿 +
1

3
𝐺1[(𝐿 − 𝐶)3 + 𝐶3] (12) 

To ensure a fair comparison, each of the studied 𝐺𝐶𝑇 profile must have the same the value 
of 𝐺𝐶𝑇,𝑎𝑟𝑒𝑎. When 𝐶 ≤ 𝐿 2⁄ , we impose the condition 𝐺𝐶𝑇(𝑥 = 𝐿) = 0. Therefore, when 
𝐶 ≤ 𝐿 2⁄ , we have 

𝐺1 =
3𝐺𝐶𝑇,𝑎𝑟𝑒𝑎

𝐶3+(𝐿−𝐶)3−3𝐿(𝐿−𝐶)2 (13) 

𝐺0 = −𝐺1(𝐿 − 𝐶)2 (14) 

When  𝐶 > 𝐿 2⁄ , we impose the condition 𝐺𝐶𝑇(𝑥 = 0) = 0. Therefore, when 𝐶 >
𝐿 2⁄ , we have 

𝐺1 =
3𝐺𝐶𝑇,𝑎𝑟𝑒𝑎

𝐶3+(𝐿−𝐶)3−3𝐿𝐶2 (15) 

𝐺0 = −𝐺1𝐶2 (16) 

In this paper, four different values of 𝜇𝑛 𝜇𝑝⁄  (ratio of the electron mobility to the hole 
mobility) are considered. Table 1 shows the values of 𝜇𝑛 𝜇𝑝⁄  together with the 
corresponding values of 𝜇𝑛 and 𝜇𝑝 used in this study. The values of the other parameters 
are shown in Table 2. The parameter values in Table 2 are typical for OPVs [11,18], 
particularly OPVs based on P3HT:PCBM blend [21]. Figure 2 illustrates several 𝐺𝐶𝑇 
profiles used in this study. 
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Table 1: Values of the electron mobility 𝜇𝑛 and the hole mobility 𝜇𝑝, and the 
resulting 𝜇𝑛 𝜇𝑝⁄  used in the calculations 

𝝁𝒏 (m2V−1s−1) 𝝁𝒑 (m2V−1s−1) 𝝁𝒏 𝝁𝒑⁄  

1  10−7 1  10−7 1 
9  10−7 9  10−9 102 
9  10−6 9  10−10 104 
3  10−5 3  10−10 105 

Table 2: Parameter values used in the calculations unless otherwise specified. The 
symbols in this table are the same as in the previous works [11,18] 

Symbols Parameter Description Value 
𝑬𝒈 Effective band gap 1.1 eV 

𝑵𝒄, 𝑵𝒗 Density of states 2  1026 m−3 
𝝁𝒏𝒂 Actual electron mobility 200𝝁𝒏  
𝝁𝒑𝒂 Actual hole mobility 200𝝁𝒑 

𝜺 Effective permittivity of the active layer 3  10−11 F·m−1 
𝝋𝒏𝒂, 𝝋𝒏𝒄 Injection barriers 0.05 eV 

𝒌𝒇 CT state decay rate coefficient 1  108 s−1 
𝒂 Electron-hole separation of the CT state 1.8  10−9 m 
𝑻 Temperature 300 K 
𝝀 Donor-acceptor morphology parameter 0.15 
𝑳 Active layer thickness 100 nm 

𝑮𝑪𝑻,𝒂𝒓𝒆𝒂 CT state photogeneration rate per unit area 1  1021 m−2s−1 
𝜸 Bimolecular recombination reduction coefficient 0.002 

𝒌𝒎𝒏 Monomolecular recombination coefficient for electrons 200 s−1 
 

 
Fig. 2: Several profiles of the CT state photogeneration rate per unit volume 𝐺𝐶𝑇 that 
are used in this study. The expression for 𝐺𝐶𝑇 is given by Eq. (11). 𝐺𝐶𝑇 profile with 

light absorption peaks 𝐶 at 0 nm, 40 nm, 60 nm and 100 nm are also used but are not 
shown in the figure. 

3.   RESULTS AND DISCUSSION 
In this section, we present and discuss the results of our calculations. Different values 

of the carrier mobilities affect the OPV performance as shown by previous studies 
[6,7,18]. Therefore, it is imperative that we do not compare between performances of an 
OPV with a given 𝜇𝑛 𝜇𝑝⁄  and an OPV with a different 𝜇𝑛 𝜇𝑝⁄ . What we should analyze 
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here is how OPVs with different values of 𝜇𝑛 𝜇𝑝⁄  respond to different 𝐺𝐶𝑇 profiles. 
Furthermore, for clarity and brevity of this study, we only confine our analysis from the 
theoretical perspective. We cannot fully control all device parameters when conducting 
experiments. For example, every time we use a different active layer material in order to 
change the carrier mobilities, we would also inevitably change a few other device 
parameters (e.g. the light absorption properties, and thus the value of  𝐺𝐶𝑇,𝑎𝑟𝑒𝑎). Therefore, 
the inclusion of experimental data into our analysis would complicate our explanation and 
understanding on this matter. 
3.1  Effect on Short-Circuit Current Density 

Figure 3 shows the magnitude of the short-circuit current density (|𝐽𝑠𝑐|) as a function 
of 𝐶 for each of the studied 𝜇𝑛 𝜇𝑝⁄ . 

Fig. 3: Magnitude of the short-circuit current density |𝐽𝑠𝑐| as a function of the 
position of the light absorption peak 𝐶 when (a) 𝜇𝑛 𝜇𝑝⁄ = 1, (b) 𝜇𝑛 𝜇𝑝⁄ = 102, 

(c) 𝜇𝑛 𝜇𝑝⁄ = 104, and (d) 𝜇𝑛 𝜇𝑝⁄ = 105. If 𝜇𝑛 𝜇𝑝⁄  is increased to a value
significantly above 105, |𝐽𝑠𝑐| produced by the light absorption profile with 𝐶 < 𝐿 2⁄  
(e.g. 𝐶 = 20 nm) would even surpass |𝐽𝑠𝑐| produced by the light absorption profile 

with 𝐶 = 𝐿 2⁄ . 

To explain the trend shown in Fig. 3, let us explore the role of the drift and the 
diffusion currents. We define the average electron drift current density 〈𝐽𝑛,𝑑𝑟〉 and the 
average electron diffusion current density 〈𝐽𝑛,𝑑𝑖𝑓𝑓〉 as 

〈𝐽𝑛,𝑑𝑟〉 = 𝑞𝜇𝑛𝐹 ∫
𝑛𝑛𝑒𝑡

𝐿
𝑑𝑥

𝐿

0
= 𝑞𝜇𝑛𝐹〈𝑛𝑛𝑒𝑡〉 (17) 

〈𝐽𝑛,𝑑𝑖𝑓𝑓〉 = 𝑞𝐷𝑛 ∫ (
𝜕𝑛𝑛𝑒𝑡

𝜕𝑥
) 𝑑𝑥

𝐿

0
𝐿⁄ = 𝑞𝐷𝑛 〈

𝜕𝑛𝑛𝑒𝑡

𝜕𝑥
〉 (18) 

where 〈𝑛𝑛𝑒𝑡〉 is the average 𝑛𝑛𝑒𝑡 and 〈𝜕𝑛𝑛𝑒𝑡 𝜕𝑥⁄ 〉 is the average 𝜕𝑛𝑛𝑒𝑡 𝜕𝑥⁄ . 

Table 3 shows 〈𝐽𝑛,𝑑𝑟〉’s and 〈𝐽𝑛,𝑑𝑖𝑓𝑓〉’s at short-circuit for the balanced mobility case 
(𝜇𝑛 𝜇𝑝⁄ = 1). As seen in Table 3, as the light absorption is concentrated farther from the 
cathode (i.e. as 𝐶 is lowered), 〈𝐽𝑛,𝑑𝑖𝑓𝑓〉 remains unchanged because 〈𝜕𝑛𝑛𝑒𝑡 𝜕𝑥⁄ 〉 is 
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unchanged, but the magnitude of 〈𝐽𝑛,𝑑𝑟〉 increases because 〈𝑛𝑛𝑒𝑡〉 increases. Even when we 
assume there is no non-geminate recombination in our calculations (by using 𝛾 = 0 and 
𝑘𝑚𝑛 = 0 s−1), we find that 〈𝑛𝑛𝑒𝑡〉 still increases if the light absorption is concentrated 
farther from the cathode. Therefore, the non-geminate recombination is not the deciding 
factor why 〈𝑛𝑛𝑒𝑡〉 increases as 𝐶 is lowered. 

Table 3: The average electron drift current density 〈𝐽𝑛,𝑑𝑟〉 and the average electron 
diffusion current density 〈𝐽𝑛,𝑑𝑖𝑓𝑓〉 at short-circuit for the balanced mobility case 

(𝜇𝑛 𝜇𝑝⁄ = 1) calculated using 𝐺𝐶𝑇 with different light absorption peak positions C’s. 

C (nm) 〈𝑱𝒏,𝒅𝒓〉 (A·m−2) 〈𝑱𝒏,𝒅𝒊𝒇𝒇〉 (A·m−2) 

20 −1.19848  105 1.19762  105 
50 −1.19836  105 1.19762  105 
80 −1.19821  105 1.19762  105 

To rationalize why 〈𝑛𝑛𝑒𝑡〉 increases as the light absorption is concentrated farther 
from the cathode (the electrode collecting free electrons), we consider the following two 
basic facts. First, the profile of the free electrons per unit volume at steady state (which is 
𝑛𝑛𝑒𝑡 profile) is attained after some of the generated electrons are redistributed within the 
active layer (where some electrons may be (accidentally) extracted from the active layer 
during the redistribution process) and some of the electrons are involved in the non-
geminate recombination. However, we can ignore the effect of recombination since we 
have shown that it is not the deciding factor. Second, the cathode has a higher Fermi level 
than the anode, and thus the resulting boundary conditions [18] mean that the free 
electrons (holes) must have a significantly higher concentration near the cathode (anode) 
than near the anode (cathode). 

Now consider the 𝐶 = 20 nm and 𝐶 = 80 nm cases as shown in Table 3. In both 
cases, the electric field magnitudes are the same since both cases are at the same applied 
voltage 𝑉𝑎 (i.e. at short-circuit). For the 𝐶 = 20 nm case, there should be less free 
electrons extracted from the active layer in attaining 𝑛𝑛𝑒𝑡 than for the 𝐶 = 80 nm case 
since majority of the electrons are generated farther from the cathode, and thus are less 
likely to be extracted during the redistribution process. This means more of the generated 
electrons are retained inside the active layer, thus causing a higher 𝑛𝑛𝑒𝑡 for the 𝐶 = 20 nm 
case than for the 𝐶 = 80 nm case. Therefore, the 𝐶 = 20 nm case would give a higher 
magnitude of 〈𝐽𝑛,𝑑𝑟〉 than the 𝐶 = 80 nm case due to a higher magnitude of 𝑛𝑛𝑒𝑡 (see Eq. 
(17)).        

From our analysis above, we can conclude that the farther the light absorption is 
concentrated from the cathode (anode), the more the free electrons (holes) are retained 
inside the active layer, and this gives a higher |𝐽𝑛,𝑑𝑟| (|𝐽𝑝,𝑑𝑟|), but |𝐽𝑛,𝑑𝑖𝑓𝑓| (|𝐽𝑝,𝑑𝑖𝑓𝑓|) is 
effectively unchanged because the gradient of 𝑛𝑛𝑒𝑡 (𝑝𝑛𝑒𝑡) is effectively unchanged. 
Therefore, the farther the light absorption is concentrated from the cathode (anode), the 
higher the |𝐽𝑛| (|𝐽𝑝|).     

Based on the conclusion above, the results in Fig. 3(a) can be rationalized as follows. 
When 𝐶 = 0 nm (i.e. when 𝐶 is the closest to the anode or the farthest from the cathode), 
|𝐽𝑛| is at its highest whereas |𝐽𝑝| is at its lowest. As we start increasing 𝐶 from 𝐶 = 0 nm, 
|𝐽𝑝| increases whereas |𝐽𝑛| decreases, where the increase in |𝐽𝑝| is stronger than the 
decrease in |𝐽𝑛|, and hence |𝐽𝑠𝑐| (i.e. |𝐽| at open-circuit) increases. Then, at one point, the 
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decrease in |𝐽𝑛| equals to the increase in |𝐽𝑝|, and at this optimum 𝐶, we have the peak 
|𝐽𝑠𝑐|. Then, as we further increase 𝐶 beyond the optimum 𝐶, |𝐽𝑠𝑐| decreases since the 
decrease in |𝐽𝑛| is stronger than the increase in |𝐽𝑝|. For 𝜇𝑛 𝜇𝑝⁄ = 1 case, the contribution 
from electrons (therefore |𝐽𝑛|) and holes (therefore |𝐽𝑝|) towards |𝐽𝑠𝑐| are equal (since 
electrons and holes have the same mobilities), and therefore |𝐽𝑠𝑐| as a function of 𝐶 is 
symmetric about 𝐶 = 𝐿 2⁄  (i.e. the optimum 𝐶). 

When 𝜇𝑛 𝜇𝑝⁄ = 102, the contribution of |𝐽𝑛| on |𝐽𝑠𝑐| is stronger than the contribution 
of |𝐽𝑝| on |𝐽𝑠𝑐| due to the fact that the electron mobility is higher now, and since |𝐽𝑛| is 
higher if 𝐶 is closer to the anode, therefore |𝐽𝑠𝑐| produced by the profile with 𝐶 < 𝐿 2⁄  (i.e. 
𝐶 closer to the anode) is higher than |𝐽𝑠𝑐| produced by the profile with 𝐶 > 𝐿 2⁄ . This 
explains the results shown in Fig. 3(b).  

As 𝜇𝑛 𝜇𝑝⁄  is increased and becomes more imbalanced, the contribution of |𝐽𝑛| on |𝐽𝑠𝑐| 
becomes even more significant, and this widens the difference between |𝐽𝑠𝑐| produced by 
the profile with 𝐶 < 𝐿 2⁄  and |𝐽𝑠𝑐| produced by the profile with 𝐶 > 𝐿 2⁄ . This explains 
the trends as we increase 𝜇𝑛 𝜇𝑝⁄  from 1 to 105 as shown in Fig. 3. Due to these trends, we 
can expect that when 𝜇𝑛 𝜇𝑝⁄  reaches a threshold value (when 𝜇𝑛 𝜇𝑝⁄ ≫ 105), |𝐽𝑠𝑐| 
produced by the profile with 𝐶 < 𝐿 2⁄  would even surpass |𝐽𝑠𝑐| produced by the profile 
with 𝐶 = 𝐿 2⁄ . It is worth noting that the explanation presented in section 3.1 is applicable 
at any given applied voltage 𝑉𝑎 in general, and not just at the short-circuit. 
3.2  Effect on Open-Circuit Voltage 

  Figure 4 shows the open-circuit voltage 𝑉𝑜𝑐 as a function of 𝐶 for each of the studied 
𝜇𝑛 𝜇𝑝⁄ . Note that at any given 𝜇𝑛 𝜇𝑝⁄ , the trend of 𝑉𝑜𝑐 as a function of 𝐶 is determined by 
the trend of |𝐽| (the magnitude of the total current density) as a function of 𝐶 at applied 
voltage 𝑉𝑎 near but lower than 𝑉𝑜𝑐. This is because, at a given 𝑉𝑎 that is near but lower than 
𝑉𝑜𝑐, a higher |𝐽| means a higher 𝑉𝑜𝑐 is expected since a higher extra 𝑉𝑎 is required in order 
to push and make |𝐽| = 0. For example, for the 𝜇𝑛 𝜇𝑝⁄ = 1 case at 𝑉𝑎 = 0.7 V as shown in 
Fig. 5(a), the profile with 𝐶 = 50 nm has a higher |𝐽| than the |𝐽| for the profile with 𝐶 =
20 nm, and hence the profile with 𝐶 = 50 nm has a higher 𝑉𝑜𝑐 than the 𝑉𝑜𝑐 for the profile 
with 𝐶 = 20 nm. Therefore, the trend of 𝑉𝑜𝑐 shown in Fig. 4(a) can be explained by the 
trend of |𝐽| shown in Fig. 5(a), where the results shown in Fig. 5(a) can be rationalized in 
the same way as we rationalize the results shown in Fig. 3(a). 

At high 𝑉𝑎 (near but below 𝑉𝑜𝑐), the electric field magnitude is significantly lower and 
has significantly less influence in transporting and extracting the carriers than at short-
circuit. Hence, at high 𝑉𝑎, the light absorption profile (and thus 𝐶) becomes significantly 
more important in determining 𝑛𝑛𝑒𝑡 and 𝑝𝑛𝑒𝑡, and thus in determining |𝐽𝑛|, |𝐽𝑝| and |𝐽|, 
than at short-circuit. Consequently, |𝐽| at high 𝑉𝑎 is more sensitive to 𝐶 compared with |𝐽| 
at short-circuit (i.e. |𝐽𝑠𝑐|), and therefore the trend of |𝐽| at high 𝑉𝑎 as a function of  𝐶 for a 
given 𝜇𝑛 𝜇𝑝⁄  (where 𝜇𝑛 𝜇𝑝⁄ > 1) is equivalent to the trend of |𝐽𝑠𝑐| as a function of 𝐶 but at 
a significantly higher 𝜇𝑛 𝜇𝑝⁄ . That is why at a high 𝑉𝑎, the |𝐽| produced by the profile with 
𝐶 < 𝐿 2⁄  already surpasses the |𝐽| produced by the profile with 𝐶 = 𝐿 2⁄  when 𝜇𝑛 𝜇𝑝⁄ =

104 (see Fig. 5(c)) whereas at 𝑉𝑎 = 0 V (i.e. short-circuit), |𝐽𝑠𝑐| produced by the profile 
with 𝐶 < 𝐿 2⁄  still does not surpass |𝐽𝑠𝑐| produced by the profile with 𝐶 = 𝐿 2⁄  when 
𝜇𝑛 𝜇𝑝⁄ = 104 (see Fig. 3(c)). Figure 5 shows the trends of  |𝐽| at high 𝑉𝑎 as a function of 𝐶 
for each of the studied 𝜇𝑛 𝜇𝑝⁄ , and the results shown in Fig. 5 give rise to the trends of 𝑉𝑜𝑐 
as a function of 𝐶 for each of the studied 𝜇𝑛 𝜇𝑝⁄  which is shown in Fig. 4. As mentioned at 
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the end of section 3.1, the argument that we use to rationalize the results shown in Fig. 3 is 
applicable at any 𝑉𝑎, and therefore, the same argument can be used to rationalize the 
results shown in Fig. 5. 

 
Fig. 4: Open-circuit voltage 𝑉𝑜𝑐 as a function of the position of the light absorption peak 

𝐶 when (a) 𝜇𝑛 𝜇𝑝⁄ = 1, (b) 𝜇𝑛 𝜇𝑝⁄ = 102, (c) 𝜇𝑛 𝜇𝑝⁄ = 104, and (d) 𝜇𝑛 𝜇𝑝⁄ = 105. 

 
Fig. 5: Magnitude of the current density |𝐽| as a function of the position of the light 
absorption peak 𝐶 for (a) 𝜇𝑛 𝜇𝑝⁄ = 1 at 𝑉𝑎 = 0.7 V, (b) 𝜇𝑛 𝜇𝑝⁄ = 102 at 𝑉𝑎 = 0.68 

V, (c) 𝜇𝑛 𝜇𝑝⁄ = 104 at 𝑉𝑎 = 0.58 V, and (d) 𝜇𝑛 𝜇𝑝⁄ = 105 at 𝑉𝑎 = 0.48 V. The 
applied voltage 𝑉𝑎 used for each 𝜇𝑛 𝜇𝑝⁄  are chosen randomly but is close to the 

corresponding 𝑉𝑜𝑐 (e.g. for 𝜇𝑛 𝜇𝑝⁄ = 1 case, 𝑉𝑜𝑐 is around 0.73V as shown in Fig. 
4(a), so we consider 𝑉𝑎 = 0.7 V here).  
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3.3  Effect on Fill Factor 

Figure 6 shows the fill factor (FF) as a function of 𝐶 for each of the studied 𝜇𝑛 𝜇𝑝⁄ . 
To rationalize the trend of the FF as a function of 𝐶, it is important to note that the FF 
occurs somewhere between the short-circuit and the open-circuit. Hence, the trend of the 
FF as a function of 𝐶 at a given 𝜇𝑛 𝜇𝑝⁄  is simply somewhere between the trend of |𝐽𝑠𝑐| and 
the trend of 𝑉𝑜𝑐 as functions of 𝐶 for the same 𝜇𝑛 𝜇𝑝⁄ . For the device considered in this 
study, the FF occurs at 𝑉𝑎 that is significantly closer to 𝑉𝑜𝑐 than to the short-circuit, and 
hence the trends of the FF as a function of 𝐶 as shown in Fig. 6 is very similar to the 
trends of 𝑉𝑜𝑐 as a function of 𝐶 as shown in Fig. 4. 

Fig. 6: Fill factor (FF) as a function of the position of the light absorption peak 𝐶 
when (a) 𝜇𝑛 𝜇𝑝⁄ = 1, (b) 𝜇𝑛 𝜇𝑝⁄ = 102, (c) 𝜇𝑛 𝜇𝑝⁄ = 104, and (d) 𝜇𝑛 𝜇𝑝⁄ = 105. 

Mescher et al. [14] concluded that enhanced light absorption at the two edges of the 
active layer (i.e. near the anode and the cathode) lead to a high unfavorable diffusion 
current which reduces the FF, whereas an enhanced absorption at the center of the active 
layer leads to a high FF. These conclusions partially agree with our results here. First, we 
find the drift current is the one that affects the dependence of |𝐽|, and thus the dependences 
of |𝐽𝑠𝑐|, 𝑉𝑜𝑐 and FF on the light absorption profile, whereas the diffusion current basically 
has no effect (see section 3.1). Second, we find that an enhanced light absorption at the 
center of the active layer leads to the best FF only if the mobility imbalance (i.e. 𝜇𝑛 𝜇𝑝⁄ ) is 
not very high (see Fig. 6). 

Tress et al. [15] concluded that an enhanced absorption near the electrode collecting 
the slower carrier type would give a higher FF even when the mobility imbalance is very 
low, whereas Islam et al. [16] concluded that when the mobility imbalance is low, an 
enhanced absorption at the center of the active layer gives the best FF. We find that an 
enhanced absorption near the electrode collecting the slower carrier type (hole is the 
slower carrier type in our study here) would give the best FF only when the mobility 
imbalance is very high (see Fig. 6). When the mobility imbalance is not very high, the best 
FF is produced when the light absorption is concentrated at the center of the active layer. 
Therefore, our results here agree with the results from Islam et al. [16], but it is worth 
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noting that they did not investigate the role of mobility imbalance on the optimum light 
absorption profile. 
3.4  Effect on Power Conversion Efficiency 

Figure 7 shows the power conversion efficiency (PCE) as a function of 𝐶 for each of 
the studied 𝜇𝑛 𝜇𝑝⁄ . The PCE is given by 

𝑃𝐶𝐸 = 𝐹𝐹 × |𝐽𝑠𝑐| × 𝑉𝑜𝑐 𝑃𝑖𝑛⁄  (19) 

where 𝑃𝑖𝑛 is the input power per unit area of the incident light (taken to be under the 1 sun 
condition which is 1000 W/m2). Hence, the trend of the PCE as a function of 𝐶 at a given 
𝜇𝑛 𝜇𝑝⁄  is simply the combination of the trends of |𝐽𝑠𝑐|, 𝑉𝑜𝑐 and FF as functions of 𝐶 for the 
same 𝜇𝑛 𝜇𝑝⁄ . Therefore, the trends of the PCE shown in Fig. 7 can be understood by 
combining the trends shown in Fig. 3, Fig. 4, and Fig. 6. 

 
Fig. 7: Power conversion efficiency (PCE) as a function of the position of the light 

absorption peak 𝐶 when (a) 𝜇𝑛 𝜇𝑝⁄ = 1, (b) 𝜇𝑛 𝜇𝑝⁄ = 102, (c) 𝜇𝑛 𝜇𝑝⁄ = 104, and (d) 
𝜇𝑛 𝜇𝑝⁄ = 105. 

According to Mescher et al. [14] and Islam et al. [16], the highest PCE is produced 
when the light absorption is concentrated at the center of the active layer. However, the 
conclusion is incomplete according to our results. We find that the highest PCE is 
produced by the light absorption that concentrates at the center of the active layer only 
when the mobility imbalance is not very high (see Fig. 7). However, when the mobility 
imbalance is very high (see Fig. 7), the best PCE is produced when the light absorption is 
concentrated near the electrode collecting the slower carrier type. 

4.   CONCLUSION  
By using our updated current-voltage model for OPVs, we have investigated how the 

light absorption profile with an enhanced absorption at a certain position inside the active 
layer affects the performance of OPVs. It is found that the light absorption profile affects 
the OPV performance through the drift current. The further the light absorption is 
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concentrated from the electrode collecting a given charge carrier type, the higher the drift 
current and the total current for that carrier type, whereas the diffusion current for that 
carrier type is unaffected. When the carrier mobilities are balanced, the best |𝐽𝑠𝑐|, 𝑉𝑜𝑐, FF 
and PCE are produced by the light absorption that concentrates at the center of the active 
layer. When the mobilities become imbalanced, the |𝐽𝑠𝑐|, 𝑉𝑜𝑐, FF and PCE produced by the 
light absorption that concentrates nearer to the electrode collecting the slower carrier type 
improve relative to the ones produced by the light absorption that concentrates at other 
positions inside the active layer. When the mobility imbalance is high enough (i.e. reach a 
threshold value), the best |𝐽𝑠𝑐|, 𝑉𝑜𝑐, FF and PCE are produced by the light absorption that 
concentrates near the electrode collecting the slower carrier type. The mobility imbalance 
threshold values for |𝐽𝑠𝑐|, 𝑉𝑜𝑐, FF, and PCE are different, where the threshold value for 𝑉𝑜𝑐 
is the lowest, whereas the threshold value for |𝐽𝑠𝑐| is the highest. Therefore, if the mobility 
imbalance is not very high (when the ratio of the mobility of the faster carrier to the 
mobility of the slower carrier is less than about 103), it is important to ensure that the light 
absorption is concentrated at the center of the active layer in order to maximize the PCE. 
However, if the mobility imbalance is very high (when the ratio of the mobility of the 
faster carrier to the mobility of the slower carrier is about 104 or more), the light 
absorption should be concentrated near the electrode collecting the slower carrier type in 
order to maximize the PCE. 
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ABSTRACT:  This article presents theoretical and experimental studies of an improved 
vertical axis wind power device that generates electricity in areas with an average wind 
speed of 3.5-4.5 m/s. An algorithm has been developed for determining the geometrically 
optimal dimensions of the outer guiding surfaces to improve the efficiency of the device 
at low wind speeds. The device uses an AFPMG generator with opposite rotation of the 
stator and rotor. Matlab/Simulink and Solidworks were used to develop a mathematical 
and physical model of the wind power device. According to the results of the study, it was 
found that the developed wind power device can reach a rated power of 700 W at a wind 
speed of 8 m/s. The use of the device in areas with low wind speed is based on the 
possibility of increasing the efficiency of work by 5-10% at an average wind speed lower 
than that of other types of wind power devices.  

ABSTRAK: Artikel ini memaparkan kajian teori dan eksperimen berkenaan alat kuasa 
angin paksi menegak yang diperbaharui dan menghasilkan tenaga elektrik di kawasan 
kelajuan angin berpurata 3.5-4.5 m/s. Algoritma telah dibangunkan bagi menentukan 
dimensi optimum geometri permukaan berpandu luar dalam meningkatkan kecekapan 
peranti pada kelajuan angin yang kurang. Peranti ini menggunakan penjana AFPMG 
dengan putaran stator dan rotor yang berlawanan. Matlab/Simulink dan Solidworks 
digunakan bagi menghasilkan model matematik dan fizikal peranti tenaga angin. 
Berdasarkan dapatan kajian, didapati bahawa alat tenaga angin yang dibangunkan ini dapat 
mencapai daya kuasa sebanyak 700 W pada kecepatan angin 8 m/s. Penggunaan alat ini di 
kawasan kurang kelajuan angin berkemungkinan meningkatkan efisiensi purata kerja 
sebanyak 5-10% pada kelajuan angin rendah, iaitu lebih rendah daripada segala jenis 
peranti tenaga angin lain. 

KEYWORDS: wind energy; low speed generator; external reference surface; vertical axis 
wind turbine; AFPMG generator 

1. INTRODUCTION
The increase in greenhouse gas emissions into the atmosphere, due to the burning of

natural fuel sources, leads to such negative consequences as climate change. This, in turn, 
makes it important to increase the share of humankind that uses clean energy sources. The 
use of renewable energy sources such as sun, wind, biomass, geothermal energy, and 
hydropower is rapidly developing [1-5]. Due to the low cost of electricity generated from 
renewable energy sources, and the fact that it is practically harmless to the environment, 
such projects are increasingly being implemented, large investments are made in them, and 
promising developments and research are supported. 
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 Currently, among renewable energy sources, the use of wind energy is one of the 
most promising projects. Today, more than 100 countries use wind energy to provide people 
and industries with a reliable and clean energy source. China, India, and Brazil are leading 
the way in the design and implementation of vertical-axis wind farms. By 2024, the world 
plans to increase the use of vertical wind power plants by 24% [6].  

65-70% of the territory of the Republic of Uzbekistan is steppes and deserts, and 4-
5% of the population lives in remote areas. Continuity and reliability of power supply 
remains the main problem in these areas. To meet the energy needs of the region, the 
possibility of using renewable energy sources is currently being evaluated. In our region 
there are opportunities for using solar energy, but in the desert areas, the efficiency of using 
solar energy is lower. The main reason for this is the high temperature and dustiness of the 
region. 

When assessing the possibility of using the potential of wind energy, it was found 
that the average wind speed in this area is 3.5–4.5 m/s at a height of 10 m [7,8,9]. We can 
develop social and economic sectors by providing reliable and uninterrupted power supply 
to autonomous electricity consumers in remote areas of the region. By developing a new 
design of a wind turbine that works effectively with variable and weak wind flows, it is 
possible to provide autonomous consumers with reliable and uninterrupted electricity, 
thereby developing social and economic sectors in the region. 

2.   LITERATURE REVIEW 

Solomin V. [10] in his candidate’s dissertation on “Methodological foundations for the 
development and creation of vertical-axial wind turbines for the agro-industrial complex of 
Russia” in 2013 studied a new type of vertical axis wind turbine and performance 
methodology on the full or partial supply of electricity to small settlements, residential 
buildings, farms, and small workshops in order to develop infrastructure in remote areas 
with unstable power supply. Xiongfei P.  [11] in a patent he received in 2011 for a two-rotor 
wind turbine, proposed a vertical-axis wind turbine with an opposite rotating top and bottom 
wind wheel to make efficient use of low-flow wind speeds. 

Zha G. et al. [12] in their patent on a “Vertical axis wind power plant” created a wind 
power plant with single-rotor outer guide surfaces and inner rotating blades to supply power 
to urban and remote area power consumers. Pezaris D.  [13] in his patent (invention) for a 
vertical axis wind turbine with external guide surfaces in 2011 achieved high efficiency in 
obtaining energy at low speed wind currents by applying a new design of external guide 
surfaces and internal rotating wind wheels in a vertical axis wind turbine. Yadav K. [14] in 
his research paper “Model and experimental test of a generator applied to a Savonius type 
wind turbine” simulated in Matlab/Simulink environment a mathematical model of a 
generator (permanent magnet synchronous generator, (PMSG)) applied to a Savonius type 
wind turbine. A wind power unit with a capacity of 1 kW was combined with a PMSG 
generator to study the dynamic performance of the wind turbine system. 

Kaliyev V. [15] in his dissertation on “Machine without a core with permanent magnet 
of the current” in 2015 theoretically and practically studied a small-speed electric generator 
consisting of vertical axis of coreless permanent magnets. The feasibility of using this 
generator for low-power wind turbines has been evaluated. Efficiency has been achieved by 
improving the optimal size of the generator. Taran N. [16] in his research analyzed the 
possibilities of using axial generators of various designs consisting of permanent magnets 
with low rotational speeds for wind power and small micro-hydro-electric power station 
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equipment operating in low-speed wind currents. In his doctoral dissertation written in 2019, 
the scientist presented and evaluated the methods of mathematical modeling of three types 
of axial generators. Ansys Fluent and Matlab/Simulink were used to analyze the optimal 
dimensions and energy performance of these generators for efficient operation. Lim C. et 
al. [17] conducted research on the possibility of applying the vertical axis of external 
reference surfaces to wind turbines to increase the efficiency of wind power equipment. In 
this study, optimal performance indicators for the use of external guide surfaces were 
obtained and analyzed. 

Based on the analysis of the above studies, an optimal design of a wind turbine with a 
vertical axis, using an AFPMG generator, the stator, and rotor which rotate in opposite 
directions, operating under variable and weak wind flows is developed. 

3. METHODOLOGY
3.1  Mathematical Model of a Wind Power Plant 

For the theoretical substantiation of the operation of a wind power plant with a vertical 
axis, operating in variable and weak wind flows, we will construct mathematical models for 
the structure and the processes occurring in it. 

The rate of rotation of wind turbine blades depends on the wind speed, the radius of the 
wind turbine wheel, and the steering angle. This ratio is determined by the following 
expression [18]: 

λ =
ωтR

V
=

2πnтR

60V
 (1) 

where: ωт - is the rotation speed of the wind turbine wheel, R - is the radius of the wind 
wheel, V - is the wind speed, nт - is the rotational speed of the turbine rotor. 

The torque coefficient of a wind turbine is determined by the following expression [19]: 

Cт =
Cp

λ
 (2) 

The total mechanical moment created in the blades of a wind power device is determined 
by the following expression [20]: 

MT = ∑ Fd R (3) 

where: 𝐹𝑑 - is the drag force created by the wind blades; 𝑅 - is the drag force created by the 
wind blades. 

The expression for determining the drag force created by the wind blades in a stationary 
position is as follows [21]: 

Fd =
1

2
CdρS(Vcos(α))2 (4) 

where: ρ − air density; S − frontal area of the blade; V − wind speed; α − the angle between 
the wind speed direction and the normal direction of the blade surface; Cd −drag coefficient. 

When the wind power device rotates about the central axis, the blades are in two 
positions. They consist of front and back shapes. The drag coefficient value depends on the 
shape of the blades. Forward torque is generated by the forward blade shape facing the wind 
direction, while the opposite torque is generated by the rear blade shape facing the wind 
direction. 
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The expression for determining the total mechanical moment created by the vanes in a 
stationary position is as follows [22]: 

Mст =
1

2
ρSR [∑ Cd1(Vcos(αi))

2
− ∑ Cd2 (Vcos(αj))

2
i=n
1

i=m
1 ]  (5) 

where: Cd1and Cd2are the drag coefficients of the front and back surfaces of the blades. m 
and n - the number of blades facing forward and backward in relation to the direction of the 
wind. R.D. Blevins gave in his scientific work the drag coefficients of the blades of wind 
turbines with a vertical axis. It follows from the study that the drag coefficients of the front 
and rear surfaces are equal to Cd1 = 2,3  and Cd2= 1,1[23]. 

The total mechanical moment created on the blades when they rotate with a certain 
angular velocity 𝜔т relative to the central axis is determined as follows [24]: 

  MT =
1

2
ρSR [∑ Cd1(Vcos(αi) − 𝜔тR)2 − ∑ Cd2(Vcos(αj) + 𝜔тR)

2i=n
1

i=m
1 ] (6) 

When using external guide surfaces in a wind turbine, the total mechanical torque 
generated by the blades is determined as follows: 

МT =
1

2
ρSR[∑ Cd1(vcos(αi) − ωR)2i=m

1 ]     (7) 

The mechanical force generated in a vertical axis wind turbine is determined by the 
following relationship: 

PT = МT𝜔т =
1

2
ρSR𝜔т[∑ Cd1(Vcos(αi) − 𝜔тR)2i=m

1 ]               (8) 

To describe the rotational motion of a wind power device, we use the following 
differential equation [25]: 

J
dωт

dt
= Мт − Мg − kωт                   (9) 

Here: Мт - is the mechanical torque on the shaft of the wind turbine, Мg is the 
electromagnetic moment of the generator, k is the friction coefficient, J is the total moment 
of inertia of the wind turbine, 𝜔т is the rotation speed of the wind wheel. 

If the blades of the windmill are turned in two directions, the total mechanical speed 
will be equal to their sum: 

𝜔𝑇 = 𝜔1 + 𝜔2 
The total moment of inertia of the rotating parts of the device is equal to the sum of the 

moments of inertia of the wind turbine rotor and the generator. This relationship is defined 
by the following expression: 

J = Jр + Jг         (10) 

Here: Jр - is the moment of inertia of the wind turbine rotor, J𝑔 is the moment of inertia of 
the generator. 

The moment of inertia of a wind turbine rotor is determined by the following expression 
[26]: 

Jр = n ∙ J0 = n ∙
m1∙

m2
2

m1+
m2

2

l2       (11) 
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Here: n - is the number of wind turbine blades, m1 - is the mass of the turbine blades, m2 - 
is the mass of the profile connecting the turbine blades and the rotor shaft, l - is the distance 
between the centers of the turbine blades and the rotor shaft. 
3.2  Mathematical Model of External Guiding Surfaces 

As a result of the use of external guiding surfaces, the wind speed is evenly distributed 
in the inner rotating part, that is, on the blades of the wind power plant, thereby ensuring the 
stable operation of the structure. The variable movement of the wind flow is explained on 
the basis of the law of continuity. 

The expression for the dependence of the speed of the wind flow entering and leaving 
the channel of the outer guide surface on the dimensions of the surface channels is as 
follows: [27]: 

𝑉1

𝑉2
=

𝑊2∙𝐻2

𝑊1∙𝐻1
=

[
𝐷2−𝐷1

2𝑡𝑔𝜃
+𝑚]∙𝐻2

[
𝐷2−𝐷1

2𝑡𝑔𝛽
+𝑚]∙𝐻1

= (
𝑘+𝑡𝑔𝜃

𝑘+𝑡𝑔𝛽
) ∙ (

𝑡𝑔𝛽

𝑡𝑔𝜃
) ∙ (

𝐻2

𝐻1
) (12) 

Here: D1, D2- outer and inner diameters of the channel of the guiding surfaces, to 
which the wind flow is directed; θ, β - angles between the guiding surfaces, to which the 
wind flow is directed; m is the minimum distance between the guides to which the wind 
flow is directed; k - is the construction factor; L - is the distance between the outer and inner 
peripheral part of the guides, to which the wind flow is directed. 

    Fig. 1: Designation of the geometric dimensions of the outer guiding surfaces. 

Figure 1 shows the determination of the geometric dimensions of the outer guiding 
surfaces (a, b). Having determined the optimal values of the angles β and θ, it is possible to 
increase the wind speed, thereby reducing the force that adversely affects the rotating blades 
of the wind power plant. 

Figure 2 shows an algorithm developed to determine the optimal parameters of the outer 
guiding surfaces, which ensures the stable operation of the device due to the uniform 
transmission of the wind flow through the channels to the inner part of the wind turbine, that 
is, on its blades. 
3.3  Mathematical Model of the Counter Rotating Generator 

To eliminate the disadvantages associated with the use of gearboxes, low-speed 
generators are used in many low-power wind turbines. The use of low-speed generators in 
wind power plants intended for use in areas with low wind speeds increases the efficiency 
and reliability of the devices [28]. 
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Fig. 2: Algorithm for determining the optimal parameters of external guiding surfaces. 

In the developed wind power plant, a stator and rotor generator were used that rotate in 
opposite directions (AFPMG). For a synchronous machine with noticeable poles without a 
rotor winding, the voltage equations for the stator circuit [29]: 

𝑈𝑑 = 𝑅𝑠𝑖𝑑 + 𝐿𝑑
𝑑𝑖𝑑

𝑑𝑡
− 𝜔𝑒𝐿𝑞𝑖𝑞      (13) 

𝑈𝑞 = 𝑅𝑠𝑖𝑞 + 𝐿𝑞
𝑑𝑖𝑞

𝑑𝑡
+ 𝜔𝑒𝐿𝑑𝑖𝑑 +  𝜔𝑒𝜓𝑃𝑀     (14) 
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The electromagnetic power of a three-phase generator consisting of permanent magnets 
is determined by the following expression [30]: 

𝑃𝑒 =
3

2
𝜔𝑒[𝜓𝑃𝑀 + (𝐿𝑑 − 𝐿𝑞)𝑖𝑑]𝑖𝑞 (15) 

The electromagnetic moment of the generator with the number of pole pairs p is determined 
by the following expression [31]: 

𝑇𝑒 =
3

2
𝑝[𝜓𝑃𝑀 + (𝐿𝑑 − 𝐿𝑞)𝑖𝑑]𝑖𝑞 (16) 

where: 𝜓𝑝𝑚 is the maximum flow per phase coupling for the excitation system 

𝜓𝑃𝑀 =
√2𝐸𝑓

𝜔
 (17) 

By applying this low speed generator to a wind turbine, its efficiency can be greatly 
improved. 

4. RESULTS AND DISCUSSION
Figure 3 shows the appearance of an efficient wind turbine. This wind power plant can

be used by electricity consumers located far from the power supply system. 

Fig. 3: External view of the wind power plant. 

Fig. 4: Graph of the dependence of the angles of the channel surfaces 𝜃 and 𝛽 
coefficient of variability of speed (V2/V1) from the coefficient of construction k. 
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Figure 4 shows a graph of the dependence of the angles of the channel surfaces 𝜃 and 
𝛽 of the velocity variability coefficient (V2/V1) on the design coefficient k. Several values 
of the angles are taken and analyzed in this graph. In this case, the value of the velocity 
coefficient will be large for small values of the angle 𝛽 and large values of the angle 𝜃. 

Figure 5 shows the results of the generated physical model of the wind power device in 
the Solidworks application. Accordingly, according to Bernoulli's law, when a wind flow of 
4 m/s is applied to the outer guides, it can be seen that the wind flow speed increases by 30-
50%. 

 
Fig. 5: A physical model of the wind power plant in the Solidworks application. 

 

  

Fig. 6: Dynamic (in time) results of the 
electromagnetic force of a wind power 
plant, obtained in the Matlab/Simulink 

program, for a state in which the stator is 
stationary and the rotor rotates (W). 

Fig. 7: Dynamic (in time) results of the 
electromagnetic force of a wind power 
plant, obtained in the Matlab/Simulink 

program, for a state in which the stator and 
rotors rotate in opposite directions (W). 

Figures 6 and 7 show graphs of the electromagnetic power (W) determined from the 
dynamic (in time) expression 15, built in the Matlab/Simulink program of the wind turbine. 
When plotting the graphs, the nominal wind speed was assumed to be 8 m/s. 

Figure 8 shows the stator voltage (a) and stator current (b) at the generator output of a 
wind turbine rotating at rated speed. The winding of a three-phase generator is star-
connected. To ensure the stable operation of the wind power plant, a low-speed generator 
was developed, the stator and rotors of which rotate in opposite directions (see Fig. 9). 
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(a)               (b) 
Fig. 8: Results obtained in the Matlab/Simulink program. (a) voltage of the stator 

winding, (b) current of the stator winding. 

(a) (b) 
Fig. 9: External view of the developed generator in section (a), the process of 

experimental tests (b). 

Table 1: Main parameters of an electric generator intended for a wind farm 

Rated power (W) 700 Magnetic flux, (Wb) 0.00036 

Stator winding inductance, (H) 0.000125 Moment of inertia (kg) 0.18 

Rated electromagnetic moment, (Nm) 14 Stator thickness (mm) 18 

Rated speed of rotation, (rpm) 300 Air gap distance between stator and 
magnets (mm) 

1.5 

Number of pole pairs 16 Electromagnetic induction, (T) 0.6 

Inductive resistance of the stator 
winding, (Ohm) 

0.7 EMF generated in the stator winding, 
(V) 

150 

Active resistance of the stator 
winding, (Ohm) 

12 Current generated in the stator winding, 
(A) 

4.8 

Number of windings 12 Number of turns in one winding 350 

Number of phases 3 Efficiency, (%) 90 
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Table 1 shows the main parameters of an electric generator intended for a wind farm. 
These types of generators are mainly used in small wind turbines and micro hydropower 
plants. Figure 10 shows a comparison of the wind power device developed by us with a 
prototype that does not have external guide surfaces and also has a fixed stator. 

 
Fig. 10: Graph of the dependence of the wind speed on the rated power of the 

developed wind power plant from the prototype. 

 
Fig. 11: Graph of the dependence of wind speed on the rated power of the developed 
wind power plant, as well as wind turbines produced in the Republic of Uzbekistan 

and a foreign prototype. 

Figure 11 shows graphs comparing the wind power plant developed by us, as well as 
wind turbines produced in the Republic of Uzbekistan by the Intellect-Dialogue company 
and a prototype made in China. The research showed that the wind power device we 
developed works more efficiently in areas with weak wind flow in relation to prototypes 
with a vertical axis of rotation. 
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5. CONCLUSION
The optimal parameters of the outer guide surfaces applied to the wind turbine are 𝐷1 =

1.5 m, 𝐷2 = 1 m, H1 = H2, 𝛽 = 250, 𝜃 = 500, which significantly reduces the force that 
negatively affects the rotation of the blades and creates the opportunity to increase the flow 
wind up to 30-50%. Using a counter rotating AFPMG generator, it was found that the power 
rating of the device increased from about 500 to 700 W at a wind speed of 8 m/s.  It was 
found that the developed wind power device is 5-10% higher in performance compared to 
low-power wind power devices with horizontal and vertical axis, currently used at low wind 
speeds (3-8 m/s). Due to the use of this wind power device, it is possible to provide 
autonomous consumers of low-power electricity located far from the central power system, 
which will lead to the development of social and economic spheres. 
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ABSTRACT:In cognitive radio networks spectrum sensing playsa vital role to identify the 
presence or absence of the primary user.In conventional spectrum sensing one secondary 
user will makea final decision regarding the availability of licensed spectrum.But Secondary 
user fail to make a correct detection about thepresence of the primary user if he is in fading 
environmentand it causes interference to the licensed users. Therefore toavoid interference 
to the licensed users and to make correct detection, number of samples is increased, Which 
increases theprobability of detection. In this paper the optimization of samplesis proposed to 
reduce the system overhead and also to increase thepropagation time. Simulation results 
show the optimized valueof samples for a given probability of false alarm and also 
thevariation of probability of detection with optimized samples andfalse alarm is shown in 
the results. 

ABSTRAK:Dalam rangkaian radio kognitif, penginderaan spektrum memainkan peranan 
penting untuk mengenal pasti kehadiran atau ketiadaan pengguna utama. Dalam 
penginderaan spektrum konvensional, seorang pengguna sekunder akan membuat keputusan 
akhir mengenai ketersediaan spektrum berlesen. Tetapi pengguna Sekunder gagal membuat 
pengesanan yang betul mengenai kehadiran pengguna utama jika dia berada dalam 
persekitaran yang pudar dan menyebabkan gangguan kepada pengguna yang berlesen. Oleh 
itu untuk mengelakkan gangguan kepada pengguna berlesen dan membuat pengesanan yang 
betul, jumlah sampel meningkat, yang meningkatkan kemungkinan pengesanan. Dalam 
makalah ini pengoptimuman sampel dicadangkan untuk mengurangi overhead sistem dan 
juga untuk meningkatkan waktu penyebaran. Hasil simulasi menunjukkan nilai sampel yang 
dioptimumkan untuk kebarangkalian penggera palsu dan juga variasi kebarangkalian 
pengesanan dengan sampel yang dioptimumkan dan penggera palsu ditunjukkan dalam 
hasil. 

KEYWORDS: Cognitive radio; spectrum sensing; detection threshold; optimization 

1. INTRODUCTION
Due to the increased use of 3G and 4G mobile servicesand accelerated use of wireless

internet services, there is asoaring demand for radio frequency available for 
wirelesscommunication. For utilizing particular frequency bandlicenses are required. In every 
country these licenses areauctioned by the governing agencies like Department of 
Telecommunication (DoT) in India, Federal CommunicationsCommission (FCC) in USA, 
etc. and assigns to licensed usersor Primary Users (PUs). However, research conducted by 
FCC concluded that the actual dispute is not limited bandwidth but improper usage of 
available spectrum, and also a largeamount of band is underused [1] by the licensed users. 
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When the spectrum is not occupied by the PU then it is termed as spectrum holes. This 
problem can be solved with the help of Cognitive Radio (CR) concept [2]. 

The main focus of cognitive radio is to select wireless spectrum dynamically without 
disturbing primary user and in accordance to that its transmission and reception parameters 
changes. This selection of spectrum which is available for communication is done by spotting 
the presence of PUs and enables Secondary Users (SUs) without disturbing PU 
communication. This process of selection is known as spectrum sensing [3]. Spectrum 
sensing techniques are divided into three major categories: Matched filter method, Energy 
detection method and Future detection. These three methods have its own pros and cons [4-
6]. Energy detection method is having more advantages compared to remaining methods 
because of its simple architecture but the only problem is at low signal to noise ratio (SNR). 
Double threshold method has been proposed to overcome low SNR [7-10]. In conventional 
spectrum sensing, the single cognitive radio is used to detect the presence of primary users 
which may cause problems like fading, shadowing, and uncertainty [11-13]. In cooperative 
spectrum sensing, the sensing is done with the cooperation data given by multiple SUs.These 
individual decisions are combined and come to a single conclusion about the presence or 
absence of primary users at the fusion center with the help of fusion rules. But in CSS, the 
energy consumption increases with the increased number of SUs. 

The accuracy of detection can be analyzed by two probabilities: the probability of 
detection and the probability of false alarm. Probability of detection represents that the CR is 
deciding that the primary user is present when he is actually present i.e. spectrum is busy. 
Where as CR is represented with the probability of false alarm when the report given by CR 
is that PU is present when PU is absent. Probability of false alarm will affect system 
efficiency because the user will not use the free band [14-15]. In [16], the authors used 
multitaper spectrum estimation to give a closed-form expression for the probability of 
detection and false alarm. By comparing multitaper spectrum estimation with an energy 
detector, authors concluded that energy detector requires more number of samples to attain 
the same detection and false alarm probabilities.  

The performance analysis is given by the author in [17] for accurate detection of 
different hard and soft fusion rules in a real scenario. Authors explained about the 
randomness of signal to noise ratio in the real environment.The author in [18], derived the 
probability of miss detection in Eigen ratio spectrum sensing using a random matrix theory 
approach. The mathematical expression derived as a function number of CR, samples, and 
signal to noise ratio of PU. In [19], the authors proposed a two stage spectrum sensing 
technique compared with existing models for varying SNR. In this paper we proposed 
optimization of samples to reduce the system overhead and to increase the overall detection 
probability. 

2. SYSTEM MODEL 
In cognitive radio networks, spectrum sensing plays an important role and in this paper 

we considered energy detection method as suitable one for increasing the detection 
performance because of its advantages. Block diagram of energy detection method is shown 
in Fig. 1. 

 
Fig. 1: Block Diagram of Conventional Energy Detection Method 
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Incoming signal is passed through band pass filter to reduce the noise and then it is 
squared and integrated to get total signal energy. The received energy is compared with the 
predefined threshold value to identify the presence or absence of the PU.This is done through 
hypothesis testing, if PU is present then it is represented by H1 else it is represented by H0. 

𝑥(𝑛) = 𝑝(𝑛) + 𝑤(𝑛)  ∶ 𝐻1 (1) 

𝑥(𝑛) = 𝑤(𝑛)                 ∶ 𝐻0 (2) 

Where p(n) is a PU signal, w(n) is a Gaussian noise and x(n) is a received signal respectively. 
Energy of a signal is estimated through number of samples and is given by [8,18].  

𝑌(𝑛) =  ∑|𝑥(𝑛)|2

𝑁

𝑛=1

 (3) 

Where N represents the number of samples used to estimate the total energy of a signal. 
Decision statistics of spectrum sensing are probability of detection (pd) and probability 
offalse alarm (pf), which are given by [18] 

𝑝𝑑 = 𝑃𝑟𝑜𝑏(𝑌 > 𝑇|𝐻1) = 𝑄 (
𝑇 − 𝑁(𝜎𝑝

2 + 𝜎𝑤
2 )

√2𝑁(𝜎𝑝
2 + 𝜎𝑤

2 )2
) (4) 

𝑝𝑓 = 𝑃𝑟𝑜𝑏(𝑌 > 𝑇|𝐻0) = 𝑄 (
𝑇 − 𝑁(𝜎𝑤

2 )

√2𝑁(𝜎𝑤
2 )2

) (5) 

Where T is detection threshold with which the received energy of SU is compared with to 
make a final decision about the presence or absence of the PU.  

For a fixed false alarm probability, detection threshold is calculated from equation (5) as 

𝑌(𝑛) =  ∑|𝑥(𝑛)|2

𝑁

𝑛=1

 (6) 

In Eq.(3), the number of samples used to estimate the energy of a given signal 
determines the system performance. For large number of samples the performance is good 
compared to the less number of samples which is shown in the Fig. 2. As the number of 
samples increases detection probability increases because more number of samples gives 
more accurate values, same can be observed from this figure. 

Fig. 2: Probability of detection with probability of false alarm. 
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Detection threshold, probability of detection and probability of false alarm depends on 
the number of samples. If the number of samples is go on increasing to increase the 
performance of a system then the processing time increases which leads to more overhead on 
this system. The time taken to estimate the detection threshold, probability of detection and 
false alarm increases, which may cause spectrumun-utilization. If the spectrum is actually 
free and same is identified by the SU after long processing time then it causes spectrum 
wastage i.e. no one is going to utilize it and also with in the estimation time of SU, if primary 
user want to use then SU may cause interference to the PU by accessing the spectrum. 

Therefore, to overcome this problem, number of samples used to estimate the detection 
probability is optimized in this paper. These optimized numbers of samples are estimated by 
maximizing the detection threshold. Differentiating Eq.(6) and equating to zero gives the 
optimal number of samples,which is given as 

𝑑𝑇

𝑑𝑁
=

𝑑

𝑑𝑁
(𝜎𝑤

2 (𝑁 + √2𝑁 (𝑄−1(𝑝𝑓))) = 0 (7) 

After differentiation it gives the optimal number of samplesas 

𝑁𝑜𝑝𝑡 =  
1

𝜎𝑤
4 (𝑄−1(𝑝𝑓))

2 (8) 

Optimized number of samples increases the processing time and reduces the system over 
head. This increases the system performance and also spectrum utilization. Now the proposed 
threshold is given as 

𝑇𝑜𝑝𝑡 =  𝜎𝑤
2 (𝑁𝑜𝑝𝑡 + √2𝑁𝑜𝑝𝑡(𝑄−1(𝑝𝑓)) (9) 

In Eq. (9) new detection threshold is estimated toincrease the detection probability. To 
further improve thedetection probability, double threshold method has been proposed. 
Figures 3 and 4 show the conventional and proposed double threshold spectrum sensing 
methods. 

  
Fig. 3: Conventional spectrum sensing. 

 
Fig. 4: Double threshold spectrum sensing. 

 

In the double threshold spectrum sensing new thresholds are given as (T0) and (T1). If the 
received signal is less than the detection threshold (T0) then the PU is declared as absent. If 
the received is greater than the detection threshold (T1) then PU is present. If the received 
signal lies between (T0) and (T1) then SU will re-sense the spectrum. This method reduces 
themiss detection and false alarm probabilities. New detection thresholds are given as 

𝑇1 =  𝑇𝑜𝑝𝑡 + 𝐾𝑇𝑜𝑝𝑡 (10) 

𝑇0 =  𝑇𝑜𝑝𝑡 − 𝐾𝑇𝑜𝑝𝑡 (11) 

Where K represents the improvement factor of detection threshold. 
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3. SIMULATION RESULTS
In this paper we considered optimization of number of samples and double threshold

method. Figure 5 shows the relation between optimal number of samples and probability of 
false alarm. From this figure it is observed that the optimal N value decreases as the pf 
increases from 0 to 0.5 and thenit increases as pf increases from 0:5 to 1. This also showsthat 
the optimal false alarm is 0.5. At this point we need less number of samples to increase the 
detection probability.

Figure 6 shows the variation of pd with respective  to pf for variable improvement factor 
K. The factor K is varied from 5% to 50%. From this figure it is observed that the detection
probability is high for small values of K because the upper threshold is small for small values
of K and it is easy to identify the PU presence or absence. As K increases, upper threshold
increases which reduces the detection probability.Therefore we can use small improvement
factor for increasing the detection probability. From this figure also it is observed that the
optimal pf is 0.5.

Fig. 5: Optimized samples with 
probability of false alarm. 

Fig. 6: Probability of detection with 
probability of false alarm using K. 

Fig. 7: Detection threshold with probability of false alarm. 

Figure 7 shows the variation of threshold with false alarm.Threshold is high at low pf, 
because the spectrum sensing depends on detection threshold. At low detection threshold 
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probability of false alarm is high which is also shown inthe figure. So, we need high detection 
thresholds to improve the system performance. With the improvement factor thethreshold 
value decreases for a given pf. 

From the three figures it is observed that the optimal falsealarm is 0:5. Which is used to 
increase the overall system performance and the optimal number of samples required isalso 
less at this pf. This reduces the overhead on the system and time taken to conclude the 
presence or absence of the PU. 

4. CONCLUSION
In this paper, we estimated the probability of detection with variable number of samples

and false alarm. From the results it is observed that the detection probability is high for large 
number of samples. But it increases the sensing and decision making time. So to reduce this 
optimization of samples has been proposed in this paper. The optimal samples and optimal 
false alarm are estimated from the results, which improves the detection performance and 
also reduces the processing time and system overhead. This increases the overall spectrum 
usage than compared to the conventional method. 

ACKNOWLEDGEMENT 
This work is supported by grant no.SR/FST/College 017/2017 under DST FIST program-
2017, received by the Department of Electronics &Communication Engineering, CMR 
Technical Campus, Hyderabad. 

REFERENCES 
[1] Federal Communications Commission. (2002) Spectrum policy task force. ET Docket No. 

02-35.
[2] Sharma V, Joshi S. (2018) A literature review on spectrum sensing in cognitive radio 

applications. Second International Conference on Intelligent Computing and Control Systems: 
July 2018.

[3] Mitola J, Maguire MG. (1999) Cognitive radio: Making software radios more personal. IEEE 
Personal Communications, 6:13-18.

[4] Cabric D, Mishra SM, Brodersen RW. (2004) Implementation issues in spectrum sensing for 
cognitive radios.  Proceedings of Asilomar Conference on Signals, Systems, and Computers, 
1:772-776.

[5] Yucek T, Arslan D. (2009) A survey of spectrum sensing algorithms for cognitive radio 
applications. IEEE Communications Surveys and Tutorials, 11:116-130.

[6] Ali SS, Liu C, Jin M. (2014) Minimum eigenvalue detection for spectrum sensing. International 
Journal of Electrical and Computer Engineering (IJECE), 4:623-630.

[7] Liu SQ, Hu BJ, Wang XY. (2012) Hierarchical cooperative spectrum sensing based on double 
thresholds energy detection. IEEE Communications Letters, 16:1096-1099.

[8] Xie J, Chen J. (2012) An adaptive double threshold spectrum sensing algorithm under noise 
uncertainty. Computer and Information Technology, 1:824-827.

[9] Ribas ADOP, Dias US.  (2015) On the double threshold energy detection-based spectrum 
sensing over fading channel. Radio and Wireless Symposium: 2015, San Diego, CA.

[10] Steve Arul U, Salai Chandira Rajan S. (2016) Spectrum management techniques using 
cognitive radios. Cognitive Radio Technology: International Journal of Data Mining 
Techniques and Applications, 5: 79-82.

[11] Ganesan G, Li YG. (2007) Cooperative spectrum sensing in cognitive radio–part I: two user 
networks.  IEEE Transaction on Wireless Communications, 6: 2204–2213

166



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Sudhamani 

https://doi.org/10.31436/iiumej.v22i2.1597 

[12] Christian I, Sangman M, Chung I, Lee J. (2012) Spectrum mobility in cognitive radio networks. 
IEEE Communications Magazine, 50(6): 114-121.

[13] Xuping Z, Jianguo P. (2007) Energy-detection based spectrum sensing for cognitive radio. IET 
Conference on Wireless, Mobile and Sensor Networks: 944-947.

[14] Lee SH, Oh DC, Lee YH. (2009) Hard decision combining based cooperative spectrum sensing 
in cognitive radio systems. International Conference on Wireless Communications and Mobile 
Computing: 2009, Leipzig, Germany.  906-910.

[15] Hou F, Chen X, Huang H, Jing X. (2016) Throughput performance improvement in cognitive 
radio networks based on spectru prediction. 16th International Symposium on Communications 
and Information Technologies: Qingdao, China.

[16] Wu J, Luo T, Li J, Yue G. (2009) A cooperative double threshold energy detection algorithm in 
cognitive radio systems. IEEE International Conference on Wireless Communication, 
Networking & Mobile Computing., 1-4. doi10.1109/WICOM.2009.5303377

[17] Owayed A, Mohammed ZA, Mosa AA. (2010) Probabilities of detection and false alarm in 
multitaper based spectrum sensing for cognitive radio systems in AWGN. IEEE International 
Conference on Communication Systems: 2010 Singapore. 579-584.

[18] Verma P, Singh B. (2015) Simulation study of double threshold energy detection method for 
cognitive radios. 2nd International Conference on Signal Processing and Integrated Networks: 
Noida. 232- 236.

[19] Sengupta A, Chattopadhyay S, Ghatak SR, Biswas V. (2019) Two-Stage spectrum sensing 
model for varying SNR conditions in cognitive radio network. International Conference on 
Electrical, Electronics and Computer Engineering:  ALIGARH, India.

167

https://doi.org/10.1109/WICOM.2009.5303377


IIUM Engineering Journal, Vol. 22, No. 2, 2021 Md Ralib and Syamsil Omar 
https://doi.org/10.31436/iiumej.v22i2.1612 

AN INVESTIGATION OF THE SENSITIVITY OF 
POLYMER-COATED SURFACE ACOUSTIC WAVE-

BASED GAS SENSORS IN THE DETECTION OF 
VOLATILE ORGANIC COMPOUNDS 

ALIZA AINI MD RALIB* AND AMIRAH SYAHIRAH SYAMSIL OMAR 

 Department of Electrical and Computer Engineering, Kulliyyah of Engineering, 
International Islamic University of Malaysia,  

Jalan Gombak, 53100, Kuala Lumpur, Malaysia  

*Corresponding author: alizaaini@iium.edu.my 

         (Received: 3rd August 2020; Accepted: 23rd January 2021; Published on-line: 4th July 2021) 

ABSTRACT:   Surface acoustic wave sensors (SAWs) are excellent at detecting volatile 
organic compounds (VOCs) since a sensing layer can be created by spreading a thin film 
of material across the delay line. This critically enhances performance as it is sensitive to 
the physical phenomena of interest. This study aims to provide a thorough investigation of 
the sensitivity of polymer-coated SAW-based gas sensors to VOCs using simulations via 
the finite element method (FEM). As such, quartz was chosen as the piezoelectric substrate 
while polymeric materials were chosen as the sensing layers due to their high sensitivity, 
low energy consumption, short response time, performance at room temperature, and 
reversibility after exposure to an analyte. The polymeric materials chosen were: (1) 
polyisobutylene (PIB), (2) polydimethylsiloxane (PDMS), (3) polyisoprene (PIP), (4) 
polyimide (PI), and (5) phenylmethyldiphenylsilicone (OV25). The VOCs chosen for 
investigation were: (1) dichloromethane (DCM), (2) trichloroethylene (TCE), (3) 1,2-
dichloroethylene (DCE), and (4) carbon tetrachloride (CCl4). The performance of each 
polymer-coated SAW sensor was evaluated in terms of frequency shift and sensitivity to 
each VOC in FEM simulations. Our study found that the PIB-coated sensor had the highest 
sensitivity (4.0571 kHz/ppm) to DCM vapor and good sensitivity (45.257 kHz/ppm) to 
TCE vapor. However, the performance of each polymer-coated sensor varied depending 
on the type of VOC being tested. As an example, while the OV25-coated sensor was more 
sensitive (52.57 kHz/ppm) than the PIB-coated sensor (53.54 kHz/ppm) to TCE vapor 
regardless of the concentration, the PIB-coated sensor was more sensitive to DCM vapor 
at both low (4.06 kHz/ppm) and high (3.54 kHz/ppm) concentrations than the OV25-
coated sensor. Therefore, the results of our FEM simulations indicate that polymer-coated 
SAW-based gas sensors are highly capable of self-powered VOC detection.  

ABSTRAK: Sensor gelombang akustik permukaan (SAW) adalah sangat baik dalam 
mengesan sebatian organik meruap yang tidak stabil (VOCs), kerana lapisan pengesan 
dapat dihasilkan dengan melapis nipis bahan pada lapisan garis tunda. Cara ini dapat 
menambah baik prestasi kerana ianya sensitif kepada fenomena fizikal yang dituju. Kajian 
ini bertujuan bagi menyediakan kajian menyeluruh terhadap kesensitifan sensor gas 
berasaskan SAW bersalut polimer pada VOC menggunakan simulasi melalui kaedah unsur 
terhingga (FEM). Oleh itu, kuarza dipilih sebagai substrat piezoelektrik manakala bahan 
polimer dipilih sebagai lapisan penginderaan berdasarkan kepekaan tinggi, penggunaan 
tenaga rendah, respon masa singkat, prestasi suhu bilik, dan faktor keboleh-balikan setelah 
terdedah kepada analit. Bahan polimer yang dipilih adalah: (1) polisobutilena (PIB), (2) 
polidimethilsiloxana (PDMS), (3) polisoprena (PIP), (4) polimida (PI), dan (5) 
phenilmethildiphenilsilikon (OV25). VOC terpilih bagi kajian adalah: (1) diklorometana 
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(DCM), (2) trikloretilena (TCE), (3) 1,2-dikloroetilena (DCE), dan (4) karbon tetraklorida 
(CCl4). Prestasi setiap sensor SAW bersalut polimer dinilai berdasarkan peralihan 
frekuensi dan kesensitifan pada setiap VOC simulasi FEM. Dapatan kajian menunjukkan 
sensor bersalut-PIB mempunyai kesensitifan paling tinggi (4.0571 kHz/ppm) terhadap 
wap DCM dan kepekaan yang baik (45.257 kHz / ppm) terhadap wap TCE. Walau 
bagaimanapun, prestasi setiap sensor bersalut polimer adalah berbeza bergantung kepada 
jenis VOC yang sedang diuji. Sebagai contoh, sensor bersalut OV25 adalah lebih sensitif 
(52,57 kHz/ppm) daripada sensor bersalut PIB (53,54 kHz/ppm) pada wap TCE tanpa 
mengira kepekatan. Manakala sensor bersalut PIB lebih sensitif terhadap wap DCM pada 
kedua-dua kepekatan rendah (4.06 kHz/ppm) dan tinggi (3.54 kHz/ppm) daripada sensor 
bersalut-OV25. Oleh itu, hasil simulasi FEM menunjukkan bahawa sensor gas berasaskan 
SAW bersalut polimer adalah sangat berpotensi sebagai pengesan VOC berkuasa sendiri. 

KEYWORDS: surface acoustic wave; gas sensor; polymer sensing layer; sensitivity; 
frequency shift 

1. INTRODUCTION
Breath analysis has recently emerged as a new and improved diagnostic tool in health

examinations with technical advantages, such as being non-invasive, painless, cost-
effective, user-friendly, easily repeatable, and offering real-time testing methods; over 
existing methods [1]. Current diagnostic methods involve complex, costly, and invasive 
procedures, such as blood and urine tests, endoscopy, biopsies, imaging etc.; to diagnose 
diseases. Moreover, some diagnostic imaging studies, such as MRIs, X-rays, and CT scans; 
cannot be repeated in a short period of time due to exposure to high amounts of radiation 
[2].  

Breath analysis is a systematic review of the volatile organic compounds (VOCs) 
exhaled in human breath. Each exhaled VOC is a biomarker containing clinical information 
for disease diagnosis. Several studies have shown that certain exhaled VOCs are clinical 
biomarkers of metabolic disorders and other diseases [3]. Alkanes, for instance, are 
biomarkers of lung cancer while acetone is used to diagnose diabetes [4]. As such, various 
detection devices, such as piezoelectric sensors and optical sensors, have been created 
specifically for this purpose. A SAW-based gas sensor is a piezoelectric sensor that 
measures physical changes such as fluctuations in mass [5]. They are also widely used in 
medicine and research studies to examine human health via breath analysis. Therefore, this 
study chose to investigate SAW-based gas sensors as they are not only highly sensitive and 
offer faster disease detection but are environmentally friendly as well. The ability to 
introduce a sensing layer further enhances its performance in terms of sensitivity and 
selectivity as it enables mass loading that results in changes in acoustic wave velocity and 
resonant frequency [6]. This study aims to thoroughly investigate the performance of 
polymer-based sensing layers in SAW-based gas sensors through simulation via the finite 
element method (FEM). Previous studies have explored the usage of  SAW-based and 
Quartz Crystal Microbalance  gas sensors for electronic nose applications [7]. FEM 
simulation has also been used to measure the sensitivity of bulk acoustic wave sensor for 
breath analysis application [8]. However, the sensitivity and selectivity of SAW-based gas 
sensors to different types of VOCs warrants further investigation. Therefore, this study 
created simulations to test the ability of five different polymers in sensing four different 
VOCs in a SAW-based gas sensor. The performance of each polymer-coated sensor was 
evaluated in terms of frequency shift and sensitivity to each VOC.  
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2.   DESIGN CONCEPT: SURFACE ACOUSTIC WAVE AND 
PIEZOELECTRICITY 
Piezoelectricity is the ability of some solid materials to generate electrical energy when 

subjected to mechanical stress. A piezoelectric transducer is basically a “crystal” 
sandwiched between two metal plates and compressed to generate electricity [9]. Direct 
piezoelectricity occurs when a piezoelectric material is compressed and flows through the 
metal plates to produce mechanical energy. Therefore, the crystal reacts to the pressure of 
the applied stress and converts it into electrical energy. Meanwhile, an inverse piezoelectric 
effect occurs when a crystal is deformed by the electrical energy applied and converts it to 
mechanical energy [9]. A SAW sensor consists of both input and output interdigital 
transducers (IDTs) on a piezoelectric substrate. A thin and highly sensitive layer, capable 
of changing the resonant frequency of the SAW sensor, is then placed between both the 
IDTs. Figure 1 shows the basic structure of a SAW sensor. The choice of piezoelectric 
substrate is not only important but varies according to the primary function of the sensor 
[10]. Popular choices of substrate materials include zinc oxide (ZnO), quartz, and lithium 
niobate (LiNbO3) [10]. A SAW-based gas sensor is used to detect minute changes in surface 
mass caused by gas absorption by the sensing layer [9] that then causes the resonant 
frequency of the sensor to shift i.e., the higher the shift in resonant frequency, the higher the 
sensitivity of the sensor. Apart from the sensing layer, the type of material used to coat the 
substrate also affects sensor performance. 

 
Fig. 1: Schematic diagram of a surface acoustic wave (SAW) sensor. 

Resonant frequency, fr is defined as the specific frequency of an acoustic wave 
oscillating at higher amplitudes. It can be calculated using Eq. (1) where, λ is the wavelength 
and v is the velocity of the acoustic wave. Based on these two parameters, a wavelength is 
a traveling wave that follows the dimensions of the IDTs [11].  

 𝑓 =
𝑣

𝜆
 (1) 

The absorption of gasses by the sensing layer changes its elemental properties, such as 
density, thickness, elastic modulus, and acoustic velocity, which causes a frequency shift in 
the SAW-based gas sensor. The changes in frequency due to the absorption of gases by non-
piezoelectric, non-conducting, isotropic thin polymer sensing layers are given below where, 
∆𝑓 is the frequency shift, ℎ is the thickness of the polymer layer, f0 is the operating 
frequency, 𝜌 is the density of the polymer layer, k1 and k2 are the constants of the substrate, 
and 𝜆 and 𝜇 are the Lamé constants [12]. 
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∆𝑓 = (𝑘1 + 𝑘2)𝑓0
2ℎ𝜌 −  𝑘2𝑓0

2ℎ [
4𝜇

𝑣𝑅
2 (

𝜆 + 𝜇

𝜆 + 2𝜇
)] (2) 

The sensitivity of a SAW sensor is determined by the difference between the input and 
output measures. It is also can be determined by the amount of shift in resonant frequency 
and mass sensitivity as shown in Eq. (3) where, cm is the mass sensitivity coefficient 
independent of frequency, h’ is the thickness of the coating containing gas molecules, and 
∆𝜌𝑠 is the change in mass density due to absorption [13].  

∆𝑓 = −𝑐𝑚𝑓0
2ℎ′∆𝜌𝑠 (3) 

3. SAW SENSOR SIMULATION VIA FINITE ELEMENT METHOD
The SAW sensors were simulated using the FEM. As shown in Fig. 1, each SAW-based

gas sensor consisted of an input IDT, a mass loading area, and an output IDT. With an 
acoustic wave velocity of 3159 m/s [10], quartz was our choice of piezoelectric substrate. 
Based on Equation (1), the resonant frequency of the SAW sensors was 40 MHz. Aluminum 
electrodes, with a /4-width and 800 nm-thickness, were used as the IDTs. Three reflectors, 
with a width and spacing of /8, were placed on either side of the sensors. Figure 2 shows a 
2D model of the simulated SAW-based gas sensor while its physical parameters are detailed 
in Table 1. 

Fig. 2: 2D model of the simulated SAW-based gas sensor. 

3.1  Polymeric Sensing Layers 
Polymers are highly sensitive, making them an ideal choice of sensing layer. When 

exposed to VOCs, the sensing layer absorbs and desorbs these vapor analytes resulting in 
physical changes in mass and dielectrical properties that affect the resonant frequency, 
which is then converted into an electrical output signal [14]. Polymer-based SAW sensors 
for gasses are highly sensitive, have low energy consumption, short response times, and 
perform well at room temperature. Table 1 lists the polymers used in our FEM simulations: 
(1) polyisobutylene (PIB), (2) polydimethylsiloxane (PDMS), (3) polyisoprene (PIP), (4)
polyimide (PI), and (5) phenylmethyldiphenylsilicone (OV25) as well as the physical
parameters of the simulated SAW-based gas sensors.
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Table 1: Physical parameters of the simulated SAW-based gas sensors. 

Parameter Expression 
Substrate material Quartz 
Resonant frequency 47 MHz 
IDTs material Aluminum (Al) 
Wavelength 80 µm 
Width 20 µm 
Sensing layer material Polyisobutylene (PIB) 

Polydimethylsiloxane (PDMS) 
Polyisoprene (PIP) 
Polyimide (PI) 
Phenylmethyldiphenylsilicone (OV25) 

Thickness 800 nm 
VOC vapor material Dichloromethane (DCM) 

Trichloroethylene (TCE) 
Dichloroethylene (DCE)  
Carbon tetrachloride (CCl4) 

3.2  Volatile Organic Compounds (VOCs) 
A sensor’s response depends on the interaction between the VOC vapors and the 

polymeric sensing layer. To better understand these interactions, as well as the transduction 
mechanism of the device, these responses should be comparable. It is well established that 
a SAW sensor coated with a permeable material will produce responses proportional to the 
partition coefficient, K [15]. An increase in sensing layer density indicates vapor absorption. 
In our FEM simulations, sensors are exposed to VOCs at room temperature and atmospheric 
pressure. Therefore, as a consequence of mass loading, the simulations will experience 
changes in the mechanical and electrical boundaries. Table 2 lists the VOCs used in our 
FEM simulations: (1) dichloromethane (DCM), (2) trichloroethylene (TCE), (3) 1,2-
dichloroethylene (DCE), and (4) carbon tetrachloride (CCl4) as well as the critical 
parameters used to evaluate SAW-based gas sensor performance; partition coefficient (K) 
and molar mass (M). 

Table 2: Parameters of the simulated VOCs used to calculate the 
density of vapors absorbed by the polymeric sensing layers 

Type of VOC Partition coefficient, K Molar Mass, M (g/mol) 
Dichloromethane (DCM) 101.4821 84.93 
Trichloroethylene (TCE) 102.3994 131.4 
Dichloroethylene (DCE) 101.9215 96.95 

4. SAW SENSOR SIMULATION VIA FINITE ELEMENT METHOD
The frequency shift is calculated by evaluating the eigenfrequency before and after

sensing the absorbed vapors at different concentrations. Subtracting the output 
eigenfrequency value, obtained after exposure to a specific vapor concentration, from the 
input eigenfrequency value, obtained before exposure to a VOC, provides the frequency 
shift. Therefore, the frequency shift of a SAW sensor can be determined by dielectrically 
repeating this procedure [15]. In our FEM simulations, quartz was used as the piezoelectric 
substrate. Figure 3 shows the resonant frequency of the SAW-based gas sensor before 
exposure to any VOCs. This resonance is caused by constructive interference as most of the 
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acoustic wave propagations occur on the surface and their amplitude decreases according to 
material depth [16]. 

Fig. 3: 2D model of the simulated SAW-based gas sensor. 

4.1  SAW Sensor Sensitivity According to Polymer 

The five polymer-coated sensors were used to detect DCM vapor. Shifts in frequency 
were then calculated for analysis. The results of our FEM simulation for each polymer-VOC 
interaction are shown in Fig. 4. As frequency shift is affected by vapor concentration, the 
DCM vapor was set at concentrations of 500 ppm to 3000 ppm. The PIB-coated sensor had 
the highest sensitivity (4.0571 kHz/ppm) followed by the OV25-coated sensor (3.7143 
kHz/ppm). PIB is highly sensitive as it is highly permeable, thereby allowing quicker 
absorption, desorption, and reversibility post-vapor analyte exposure which is ideal for 
mass-sensitive sensors such as the SAW-based gas sensor [17].  

Fig. 4: The sensitivity of polymer-coated sensors to DCM vapor. 

4.2  SAW Sensor Sensitivity According to VOCs 
As it had the highest sensitivity, the PIB-coated sensor was used to detect each VOC 

which is measured by a downward shift in resonant frequency [15]. The frequency shifts, as 
a result of increased surface density caused by vapor absorption, of the PIB-coated sensor 
after exposure to DCM, TCE, DCE, and CCl4 vapors were calculated. As shown in Figure 
5(a), the higher the vapor concentration, the higher the density of vapor absorbed by the 
PIB-sensing layer, the higher the shift in resonant frequency. Figure 5(b) shows that the 
PIB-coated sensor had the highest sensitivity to TCE vapor (45.257 kHz/ppm) and lowest 
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sensitivity to DCM vapor (4.0571 kHz/ppm). This indicated that the PIB-coated sensor had 
excellent selectivity towards TCE vapor. 

.     

                                         (a)                                              (b) 
Fig. 5: PIB-coated sensor sensitivity to DCM, TCE, DCE, and CCl4 vapors. (a) 

Frequency shift according to vapor concentrations (b) PIB-coated sensor sensitivity 
according to type of VOC. 

4.3  SAW Sensor Sensitivity According to VOCs 

To further demonstrate this approach, the sensitivity of two polymeric sensing 
materials; PIB and OV25; to TCE, DCE, and DCM vapors was investigated. Quartz was 
maintained as the substrate material in this simulation. The sensor responses in relation to 
vapor concentrations were performed to determine the sensitivity of each polymer-vapor 
combination while individual sensor responses to various pairs of vapors would validate 
their sensitivity. Figures 6 and 7 show the responses of PIB- and OV25-coated sensors to 
TCE, DCE, and DCM vapors.  

Figure 6 shows the frequency shifts of PIB- and OV25-coated sensors exposed to low 
concentrations of TCE and DCE vapors. The OV25-coated sensor had the highest sensitivity 
to both concentration in the range of 50 ppm to 300 ppm (52.57 kHz/ppm) concentrations 
of TCE vapor in comparison to the PIB-sensing layer. 

 

Fig. 6: Frequency shift results of the FEM simulations of PIB- and OV25-coated 
sensors exposed to concentrations of TCE and DCE vapors  

in the range of 50 ppm to 300 ppm. 
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DCM vapor was selected to evaluate the performance of PIB- and OV25-coated sensors 
as shown in Fig. 7. The PIB-sensing layer had marginally higher frequency shifts in reaction 
to both low (4.06 kHz/ppm) and high (3.54 kHz/ppm) concentrations of DCM vapor in 
comparison to the OV25-coated sensor. Figure 8 summarizes the sensitivity of both sensing 
layers to low (500 ppm to 3000 ppm) and high (3000 ppm to 5500 ppm) concentrations of 
TCE, DCE, and DCM vapors. The FEM simulations clearly indicate that frequency shifts 
and sensitivity vary according to the polymer-coating and type of VOC tested. Therefore, 
the choice of polymer-coating depends entirely on the VOC to be detected.  

           (a)          (b) 
Fig. 7: Frequency shift results of the FEM simulations of PIB- and OV25-coated sensors 

exposed to (a) low concentration and (b) high concentrations of DCM vapor. 

(a)       (b) 
Fig. 8: Sensitivity results of the FEM simulations of PIB- and OV25-coated sensors 

exposed to (a) low concentration and (b) high concentrations of TCE, DCE, and DCM 
vapors. 

Table 3 shows the comparison of simulation results with other previous work. The results 
show that the sensor is having higher shift in resonance frequency at high concentrations for 
both previous works and the current work. 
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Table 3: Comparison of simulation results with other previous work 
Parameter Lukose (2009) [12]  Zhao (2009) [15] This work 

Substrate material Quartz ST-X Quartz Quartz 
Resonant frequency 303.79 MHz 158 MHz 47 MHz 

IDTs material Nickel Aluminum (Al) 
Sensing layer material Fluoroalco- 

holpolysiloxane 
(SXFA) film with 
varies thickness of 
h/lambda (0 – 0.22) 

PIB, OV25 PIB, PDMS, PI 

VOC vapor material with 
range of concentration 

DMMP 
(10- 110 mg/m3) 

TCE, DCE 
Low concentration 

(1– 160 mg/m3) 
High concentration 

(0.2 – 2.0 g/m3) 

DCM, TCE, DCE 
Low concentration 
(500 to 3000 ppm) 
High concentration 
(3000 to 5500 ppm) 

Frequency shift (Hz) 220 Hz Low concentration  
(2 – 35 kHz) 

High concentration 
(2  – 500 kHz) 

Low concentration  
(2 – 14 kHz) 

High concentration 
(1 – 20 kHz) 

5. CONCLUSION
The finite element method (FEM) simulations conducted by this study were able to

successfully demonstrate the resonant frequency shifts and sensitivity of five polymeric 
materials: (1) polyisobutylene (PIB), (2) polydimethylsiloxane (PDMS), (3) polyisoprene 
(PIP), (4) polyimide (PI), and (5) phenylmethyldiphenylsilicone (OV25) to both low and 
high concentrations of four VOCs: (1) dichloromethane (DCM), (2) trichloroethylene 
(TCE), (3) 1,2-dichloroethylene (DCE), and (4) carbon tetrachloride (CCl4). It is evident 
that resonant frequency shifts vary according to polymer-coated sensor and VOC 
interactions. The 800 nm thick PIB-sensing layer had the highest sensitivity (4.0571 
kHz/ppm) to DCM vapor as well as good sensitivity (45.257 kHz/ppm) to TCE vapor. 
However, the choice of polymer-coating depends entirely on the VOC to be detected. The 
OV25-sensing layer had the highest sensitivity to both low (52.57 kHz/ppm) and high (53.54 
kHz/ppm) concentrations of TCE vapor. The PIB-sensing layer had the highest sensitivity 
to both low (4.06 kHz/ppm) and high (3.54 kHz/ppm) concentrations of DCM vapor. It is 
evident that VOC concentrations also affect the sensitivity of the polymer-coated sensors. 
Therefore, the findings of this study indicate that polymer-coated SAW-based gas sensor 
are highly capable of self-powered VOC detection.  
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ABSTRACT:   Software Defined Networks (SDN) are a modern networking technology 
introduced to simplify network management via the separation of the data and control 
planes. Characteristically, flow entries are propagated between the control plane layer and 
application or data plane layers respectively while following flow table instructions 
through an OpenFlow protocol. More often than not, conflicts in flows occur as a result of 
traffic load and priority of instructions in the data plane. Several research works have been 
conducted on flow conflicts in SDN to reduce their adverse effect. Solutions to flow 
conflict in SDN have three main limitations. First, the OpenFlow table may still cause a 
defect in the security module according to the priority and action matching in the 
OpenFlow of the control plane. Second, flow conflict detection requires more time due to 
flow tracking and incremental update, whereas in such a case, delay affects the efficiency 
of SDN. Besides, the SDN algorithm and mechanism have substantially high memory 
requirement for instruction and proper functioning. Third, most of the available algorithms 
and detection methods used to avoid flow conflicts have not fully covered the security 
model policy. This study reviews these limitations and suggest solutions for future 
research directions.  

ABSTRAK: Rangkaian Perisian Tertentu (SDN) adalah teknologi rangkaian moden yang 
diperkenalkan bagi memudahkan pengurusan rangkaian melalui pecahan data dan kawalan 
permukaan. Seperti biasa, aliran kemasukan disebar luas antara lapisan permukaan 
kawalan dan aplikasi atau lapisan permukaan data masing-masing, sambil mengikuti 
arahan meja melebar melalui protokol aliran terbuka. Kebiasaannya konflik dalam aliran 
berlaku disebabkan oleh beban trafik dan keutamaan arahan pada permukaan data. 
Beberapa kajian dibuat terhadap konflik aliran SDN bagi mengurangkan kesan konflik. 
Solusi konflik aliran dalam SDN mempunyai tiga kekurangan besar. Pertama, jadual 
Aliran Terbuka mungkin masih menyebabkan  kekurangan dalam modul keselamatan 
berdasarkan keutamaan dan tindakan persamaan dalam aliran terbuka permukaan kawalan. 
Kedua, pengesanan aliran konflik memerlukan lebih masa bagi pengesanan aliran dan 
peningkatan kemaskini, kerana setiap penangguhan memberi kesan terhadap kecekapan 
SDN. Selain itu, algoritma SDN dan mekanisme memerlukan memori yang agak besar 
bagi memproses arahan dan berfungsi dengan baik. Ketiga, kebanyakan algoritma dan 
kaedah pengesanan yang digunakan bagi mengelak konflik pengaliran tidak sepenuhnya 
dilindungi polisi model keselamatan. Oleh itu, kajian ini meneliti kekurangan dan memberi 
cadangan penambahbaikan bagi arah tuju kajian masa depan yang terbuka. 

KEYWORDS: software defined networking; open flow table; flow conflicts 
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1. INTRODUCTION
Software Defined Network (SDN) is a modern network architecture that has been

proposed to mitigate the shortcomings related to traffic management, security, virtualization 
and complexity of traditional networks [1]. The main characteristics of SDN include: 1) 
separation and abstraction of the control and data plane; 2) logical centralization of network 
intelligence that enables global view of the entire network and swift response changing 
needs; 3) ability to develop different applications from the underlying network 
infrastructure; 4) programmable data plane for networking automation and flexibility; 5) 
much higher innovation speed to accelerate business innovation and possibility of 
reprograming of the network by the IT network operators in real time to meet specific 
business needs. Moreover, through the virtualization process, the network infrastructure can 
be extracted from individual network services [2]. 

OpenFlow is a SDN protocol designed to facilitate server communication with network 
switches; particularly regarding sending and receiving packets. As a flow-based network 
virtualization architecture, it allows multiple logical networks to share the same physical 
infrastructure. While the network virtualization layer allows for a set of controllers to 
manage multiple switches per slice, controllers are responsible for installing flow entries in 
the assigned domain of switches. In such a design, one physical switch could belong to 
multiple virtual networks which may be controlled by one or more set of controllers. This 
design setup leads to flow conflicts [3].  In today’s Internet, network traffic is routed based 
on the destination address prefixes. While this approach allows an efficient implementation 
of shortest-path (and more complex) routing protocols, it does not provide fine-grained 
control over network traffic. However, many proposals for future internet architectures 
require that the network data plane implement routing and forwarding at the level of 
individual connections or their aggregate e.g., for network virtualization, or for network 
services [4,5]. 

2. PROBLEM BACKGROUND AND OBJECTIVES OF THE
RESEARCH
Conflict in flow entries manifest in different ways in SDN such as where a physical

switch belongs to multiple virtual networks that are often controlled by one or a set of 
controllers; thus, resulting in the occurrence of flow conflict. Flow conflicts may also occur 
when vague packets match flow entries. Based on the priority of the flow entry, flow entry 
conflicts in an open flow table can cause defects in the security module that runs on top of 
the SDN. An approach used, is to match flow entry packets based on the priority of flow 
entries. However, because of the similarities between different flow entries, a single packet 
can be matched to several flow entries, thereby resulting in flow entry conflict [1]. 

While representative algorithms and detection methods have been proposed to mitigate 
flow entry conflicts [1-3], they have been shown to have high memory requirements and 
require a significant amount of time to apply their instructions in the flow table. Specifically, 
the time taken to add or update flows in case of conflict in the flow entry is high; thus, 
affecting the performance of the SDN network. In addition, most of these past studies used 
old versions of flow table in their simulations and experiments.  

The present study was initiated, 

i. To  study  and  analyze  flow entry conflicts  in OpenFlow table.
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ii. To review the existing detection methods used for flow conflict resolution in 
OpenFlow table.  

3.   SDN ARCHITECTURAL COMPONENTS   
The three core components of the SDN architecture are: the SDN controller, also known 

as control layer; the data plane layer, which is made up of a collection of network devices 
like routers, switches and OpenFlow switches that act as middle boxes for network 
communication; and the application layer, where the execution of all network applications 
take place. Figure 1 shows the SDN architecture. It can be clearly observed that it is 
characterized by the separation of the control and infrastructure layers. This is advantageous 
in that the application layer can be developed and modified by application developers by 
using a northbound interface that provides advanced policy applications and services as well 
as programmable Application Programming Interfaces (API) for this purpose. Moreover, 
the southbound interface also provides the OpenFlow protocol, which is a standard API 
[4,5]. 

 

 
      Fig. 1: Software Defined Networking framework [6]. 

4.   OPENFLOW (OF) IN SDN 
OpenFlow was one of the first software defined networking (SDN) standards. It was 

originally a communication and connection protocol in SDN environments that allowed the 
controller to directly interact with the forwarding plane of network devices for better 
adaptation to changing business requirements [7]. 
4.1  OpenFlow Switch and Protocol 

OpenFlow was driven by the characteristic separation of the control and forwarding 
planes in SDN. The OpenFlow switch architecture is illustrated in Fig. 2. The OpenFlow 
switch, which also contains a number of flow tables, is connected to the controller via an 
OpenFlow channel. Likewise, OpenFlow switches also have an abstraction layer through 
which they communicate with the controller via the OpenFlow protocol. The flow table 
checks which packet belongs to which flow in order for the packets to be processed and 
delivered [1,4]. 
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Fig. 2: OpenFlow switch [5]. 

• Group table: for packet lookup and forwarding.
• OpenFlow channel: responsible for connection between controller and

switch.
• Flow table: flow entry – match field – counter and set instruction.

4.2  OpenFlow Ports 
OpenFlow ports perform the function of transferring packets between open flow 

switches and other devices in the network such as routers or hosts. All OpenFlow switches 
in the SDN network are connected through OpenFlow ports. Some network interfaces may 
also be disabled in the OpenFlow switch [8]. 
4.3  OpenFlow Table and Entry 

The OpenFlow switch is comprised of several flow tables, each of which has flow 
entries. The processing pipeline of OpenFlow stipulates the interaction between packets and 
flow tables. Depending on the application and network structure, an OpenFlow switch may 
have one or more flow tables [8]. 
4.4  Flow Table 

Flow tables consist of several flow entries as shown in Table 1. 

Table 1: Flow entries and their definitions [8]. 
Match 
Fields 

Priority Counters Instructions Timeouts Cookie 

Used to 
match 

between 
packets 

For 
matching 
priority 
of flow 
entries 

To update 
the proper 

packets 

To adjust the 
action set of a 

flow entry 

Maximum 
time or 

inactive time 
before 
switch 

terminates a 
flow entry 

For 
reporting a 
modified or 
deleted flow 

entry to 
controller 
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5.   EXISITING SOLUTIONS TO FLOW CONFLICTS IN SDN  
This section discusses the research that has been conducted on detecting flow conflicts 

in SDN. The studies are explained based on their method, controller type, switch, conflict 
type, topology, and target application respectively, as in Table 2. 

 
Table 2: List of Existing Solution on Flows Conflict in SDN 

Method or 
Techniques 

Reference 
Research  

Controller 
Model 

Switch 
Model 

Conflict 
type 

Network 
topology 

Target 
application 

Mechanism  
or  

Algorithm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Lo et al. [1] - - Flow 
entries  

Single 
topology 

Network 
optimization 
performance 

Hu et al. [3] Floodlight OpenFlow 
Switch 

Flow 
rule 

Tree 
topology 

Security 

Fang and Lu [7] - - Flow 
 rule  

Single 
topology 

Network 
efficiency 

Pisharody et al. [9] Open 
Daylight  

OpenFlow 
switch  

Flow 
 rule 

Tree 
topology 

Security 

Lu et al. [10] NOX OpenFlow 
Switch 

Policy  
rule  

Tree 
topology 

Security 

Wang and Youn 
[11] 

Floodlight Open 
vSwitch 

Flow 
entries  

Single 
topology 

Network 
optimization 
performance 

Cui et al. [12] Floodlight OpenFlow 
Switch 

Flow  
rule  

Tree  
topology 

Network 
efficiency 

Hao et al. [13] NOX OpenFlow 
switch 

Flow 
rule 

Tree 
topology 

Network 
optimization 
performance 

Halder et al. [14] OF 
Controller  

OpenFlow 
switch 

Flow 
rule 

Tree 
topology 

Security  

Batista et al.  [15] OF 
Controller 

OpenFlow 
switch 

Flow 
entries 

Single 
topology 

Security 

Hong and Wey [16] Floodlight Open 
vSwitch 

Flow 
rule 

Tree 
topology 

Network 
optimization 
performance 

Analytical 
method 

 
 

 

Metter et al. [2] 
 

- 
 

- Flow rule Single 
topology 

Network 
optimization 
performance 

Lin et al. [17] Ryu OpenFlow 
switch  

Flow 
entries 

Tree  
topology 

Network 
optimization 
performance 

Tran and Danciu 
[18] 

- - Flow rule  Tree  
topology 

Network 
optimization 
performance 

Yoshioka et al.  [19] - - Flow rule Single 
topology 

Link  
utilization 

5.1  Purpose of Flow Conflict Detection Techniques 
Flow entry conflict detection methods in SDN applications have been used for different 

purposes such as security, load balance, and firewall amongst others, as shown in Table 2. 
A number of detection algorithms have attempted to optimize the performance of the 
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controller by checking and arranging its workload. In [16],  the controller was used to control 
elephant and safety-critical flows using interactive routing. In the study, switch layers were 
designed to move micro flows through multipath wildcard routing without soliciting or 
using the controller plane. A firewall policy, named Flow Guard, that is meant to secure the 
policy contravention in flow table of the OpenFlow switch with controller was proposed in 
[3]. It tracks flow or path spaces in the network to detect firewall policy contravention within 
network updates. In a separate work in [20], a method was proposed to check and detect 
contradiction between the rules installed in a firewall with flow table instructions. The rules 
applied in the OpenFlow design is to increase the safety and security capabilities for SDN. 
5.2 Method and Algorithm Used for Flow Conflict Detection 

One of the famous approaches used in the detection of conflicts in flow entries within 
SDN is the Reduced Bit Vector algorithm. This algorithm uses the concept of bit vectors 
alongside one of the classification methods to classify flow entries in two main groups. In 
the first group, flows have the same prefix length while the second group contains a decrease 
in the redundant bits of vectors [1]. One of the solutions introduced and built for optimizing 
and securing flow entry in SDN research is a security module that minimizes the amount of 
controller workload by separating the responsibilities of each controller [16]. A simple 
analytical model is formulated to enable network performance optimization relative to the 
signaling rate and table occupancy [2]. The research used a flow guard method for building 
a firewall to conduct checks and detect violation of firewall policy along the network flow 
path when updating the status of the network [3]. A routing method is used to ensure optimal 
link utilization as well as in the minimization of flow entry size. To ensure optimal link 
utilization,  the proposed method assigns the same paths to flows that can be grouped 
together [19]. A security application, named FRESCO, has been proposed and implemented 
to address security challenges. The FRESCO framework consists of an application layer and 
a security enforcement kernel [21] Brew. The proposed policy is used to analyze the 
controller settings to  detect conflicts and create solution modules which avoids conflict in 
flow rules within a distribution-based SDN system [9]. Source routing has also been used 
in flow route control. In [22], a Source Routing Based Link Protection Method whose link 
has paths to dedicated backup was used to direct packets to their backup paths by updating 
the header of the source router in case of link failure. Performance evaluation of this method 
has been shown to significantly update the source routing header. 
5.3  Experimental Environment Used in Flow Conflict Detection 

The experimental environment used for flow entry conflict detection in SDN varies 
according to the method or algorithm. This section details the experimental environments 
used in flow conflict detection studies in SDN. [16] developed a simple network with four 
switches (grid network) connected to one host. Using a floodlight controller with OpenFlow 
switch version 1.3, all tests and observations were simulated and analyzed with Mininet 
software. Many studies in SDN use MATLAB software with Mininet and virtual machine 
software as simulation tools for analyzing and optimizing the traffic and flow entry in SDN. 
Figure 3  shows an example of a similar research, where the design structure depends on 
how the OpenFlow switch deals with controller under FRESCO instruction [2]. 

Additionally, Fig. 4 shows the Brew system model. It uses two virtual switches 
connected to a controller where all the conflicting flow entries are checked and analyzed in 
line with the controller plane [9]. 
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Fig. 3: High level overview of the FRESCO architecture [2]. 

 

 
 

Fig. 4: System architecture showing Brew solution models [9]. 

5.4  SDN Controller Used in Flows Conflict Detection Techniques 
The SDN controller is called the “network brain” [23]. It ensures that different network 

tasks are performed through effective management of the application modules of the 
network. The applications typically leverage an API, as in [24], to enable advanced network 
functionalities while facilitating communication with core controller modules. We discuss 
both commercial and open-source controllers that are widely used in load balancing modules 
of the server. While the software load balancing module in the commercial controllers are 
standalone systems connected to the controller for API utilization purposes, they function 
as part of the controller system within the application layer in the open-source version. A 
popular open-source controller is the high-performance java-based OpenFlow controller 
called Flood Light Controller, which is based on Beacon controller, an experimental 
OpenFlow controller from Stanford University that now has a large community of 
developers that supports it. The latest version of Floodlight  has support for OpenFlow 
version 1.4 [25]. Open Daylight (ODL) SDN controller is another type of controller used to 
implement Brew [9]. 
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5.5  Parameter Measure in Flow Conflict Detection 
Flow entry in SDN is generally measured by different types of parameters, we focus 

only on parameters such as time of search, update time, elephant flows, and Link Bandwidth 
as measured parameters in the flow entry conflict detection.  

6. ANALYSIS AND DISCUSSION
We aim, by this research, to define the types of flow rule conflict that occur in SDN. A

number of researchers have used a Static Programming language module by leveraging the 
OF Analyzer module named Brew; a security policy analysis framework that is developed 
on an Open Daylight (ODL) based SDN controller [9]. In [10], a method was proposed for 
accurate detection of universal conflicts. In the proposed mechanism, checks are carried out 
for policy conflict with machine learning for 500 policies applied in a simulated network. 
The study also introduced a novel flow management project for MFTs for Open vSwitch in 
SDN. The memory requirement of the research shows that the Ex table requires a large 
memory space [11]. 

The authors of [7] used the MTBDD algorithm to conduct and clarify switch conflict 
rules in SDN. The test of algorithm offers good functionality on incremental updates of two 
different rule groups from Stanford’s Internet network. In a separate research,  TCDR was 
used to reject illegal flow rules, thus, avoiding substantial conflicts in flow rules while 
incurring minimal overhead [12]. 

The detection mechanism for conflicting flows in the rules of a flow table as presented 
in [13] takes 1ms of time. However, it should be noted that the effect of the firewall rule is 
not considered for table update. In [14], a graph based technique is applied to produce a 
guide graph from obtainable flow rules built-up by several controller applications within 
SDN to determine flow transgression. A classification method is proposed to classify the 
flow entries in two main groups; with the first group of the flow having same prefix length, 
while the second group contains a decrease in the redundant bits of vectors . In using RVB, 
there is still notable delay in time of search and incremental update (over 2 ms) [1]. In [15], 
the author used an intelligent technique for conflict in flow entries within SDN. While the 
proposed method effectively detected most of the conflicts that appeared in the flow table, 
its high memory requirement remained a major shortcoming. 

Lin et al. [17] used most of the parameters configured in OpenFlow tables to conduct 
cross-layer testing between two different flow entries. The priority of flow of the entire 
inflow table was experimentally observed. The proposed method showed impressive 
accuracy. The research analytically showed that the conflict of applications in SDN can be 
detected and analyzed without stopping the application [18]. 

An analytical model has been proposed for SDN Signaling Traffic and Flow Table 
Occupancy in [2]. The model was designed to allow network performance optimization 
relative to signaling rate and table occupancy. The importance of this model could decrease 
in the near future when switches are upgraded or the size of the flow table is increased. A 
method of optimizing controller workload with a view to minimizing the amount of 
controller workload by separating the responsibility of each controller has been 
demonstrated in [16]. The potential services considered and checked in this research do not 
include File Transfer Protocol (FTP).  

A method, called flow entry aggregation, capable of reducing the maximum number of 
flow entries while suppressing the maximum link utilization, was proposed in [20]. 
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However, a key drawback of this method is that it cannot by itself prevent any loops from 
occurring in the network; thus, it is susceptible to flow entry conflicts [19]. 

7.   CONCLUSION  
What has been presented in this research is mainly concerned with flow conflict issues 

in SDN and how they have been mitigated in the flow table. According to the reviewed and 
discussed articles, flow conflicts can be classified into two major types, flow rules and flow 
entries. Summarily, researchers have used only two methods to detect flow conflict in SDN; 
majority of them using an algorithmic approach while a few used analytical methods. 
Floodlight, Open Daylight, POX and Ryu controllers were the most commonly used 
controllers in experimental and test studies while only two types of network topologies, tree 
and single topology, were used in the pertinent literatures. The target application in most 
studies is network optimization and performance while only a few studies targeted security 
issues.  

From all the reviewed studies, a research involving the use of Artificial Intelligence 
such as the machine learning method to detect flow conflicts in the OpenFlow table for 
network security related issues still remain lacking. Thus, this study proposes an anomaly 
detection algorithm using machine learning to detect and classify flow conflicts in the 
OpenFlow table as an interesting future research direction. The goals of such an algorithm 
will be to classify flow rules while concurrently reducing the delay in the update flow table 
of the controller.   
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ABSTRACT:  An attempt is made to enhance the automation and sophistication of a home 
appliance. In this work, electric lamp is considered as a home appliance and it is controlled 
through three different modes. Technology is a never-ending process, the home 
automation is a well-known field of recent research, which makes the customer to reach 
the next level of sophistication. One such next level is presented in this article. The 
proposed paper is about design, experimentation and testing of three-way control for a 
lamp, using low cost microcontroller, Bluetooth module and android mobile application. 
The three modes of control are manual switch mode, Light Dependent Resistor (LDR) 
mode and Bluetooth based Wireless communication mode. The work is initially simulated 
using Proteus 8 Professional Application and then implemented as a real time working 
model. Also, the working performances were tested using the Simulation and developed 
working model.  The control in Bluetooth mode is based on an Android Application. A 
dedicated Android Application is developed for testing the developed working model, 
using MIT App Inventor. 

ABSTRAK: Percubaan dibuat untuk meningkatkan automasi dan kecanggihan perkakas 
rumah. Dalam karya ini, lampu elektrik dianggap sebagai perkakas rumah dan ia 
dikendalikan melalui tiga mod yang berbeza. Teknologi adalah proses yang tidak pernah 
berakhir, automasi rumah adalah bidang penyelidikan baru-baru ini, yang menjadikan 
pelanggan mencapai tahap kecanggihan yang seterusnya. Satu tahap seterusnya 
ditunjukkan dalam artikel ini. Makalah yang dicadangkan adalah mengenai reka bentuk, 
eksperimen dan pengujian kawalan tiga arah untuk lampu, menggunakan mikrokontroler 
kos rendah, modul Bluetooth dan aplikasi mudah alih android. Tiga mod kawalan tersebut 
ialah mod suis manual, mod Perintang Bergantung Cahaya (LDR) dan mod komunikasi 
Tanpa Wayar berasaskan Bluetooth. Karya ini pada mulanya disimulasikan menggunakan 
Proteus 8 Professional Application dan kemudian dilaksanakan sebagai model kerja masa 
nyata. Juga, prestasi kerja diuji menggunakan Simulasi dan model kerja yang 
dikembangkan. Kontrol dalam mod Bluetooth didasarkan pada Aplikasi Android. Aplikasi 
Android khusus dikembangkan untuk menguji model kerja yang dikembangkan, 
menggunakan MIT App Inventor. 

KEYWORDS:  Proteus 8 Professional; Arduino Uno; Bluetooth module; Android 
phone; MIT App Inventor 

1. INTRODUCTION
In the modern era of automation and sophistication, there are tremendous changes and

impacts in the human life style [1,2]. Undoubtedly, electricity has a major role in the 
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betterment of human life style. The expectation of sophistication in our day to day life is on 
the increasing trends. The field of automation, drives the controllability of electrical 
appliances to an innovative level, for meeting the future requirements. Wireless 
communications are becoming more popular around the world and the consumers appreciate 
this wireless life style which gives them relief from the congestion of more wires [3,4].  

Usually the control of electric applications is achieved by using switches i.e., when 
switched ON, the electric supply will be given to the applications and vice versa. If the user 
wants to control the application, he should be near the switch. In case if he wants to control 
the application from a faraway place then he should carry a remote always. Bluetooth 
(wireless) technology finds its usage in the field of home automation [5,6].  

The day to day advancements in smart phones and its features, make the users to think 
about replacement of the recent smart phones as the remote for the home appliances [7,8]. 
Using a Smart Phone as a remote not only decrease the human intervention, also it reduces 
the time of control. Adopting the Smart Phones as a remote, to control the appliances will 
make it easy to do switching operation of an electric appliances, by elderly or handicapped 
persons. So, the mobile phones were introduced into the monitoring and control of home 
appliance, by avoiding dedicated remote to control the electrical appliances [9, 10].  

Many researches have been made and exhibited related to the control of a Lamp using 
Arduino UNO microcontroller. But in all the basic controlling strategy we can control the 
Lamp by only one mode, i.e., the Manual Switch mode. While going for the Sensor based 
lamp control, an electric lamp can be controlled according to the signal received from the 
sensor. In this a Light Dependent Resistor (LDR) is used to detect the surrounding light and 
control (ON / OFF) the lamp accordingly [11-13].  

In the recent days, some home automations were also proposed using Bluetooth 
Communication. The traditional control of home appliance through wall mounted switches 
were changed into wireless control of appliances. Here home electrical appliances were 
controlled through Bluetooth communication between the Bluetooth Module (HC-06) and 
the Bluetooth enabled android smart phone. The Bluetooth mobile phone will work as a 
transmitter and the Bluetooth Module connected with the microcontroller will act as the 
receiver. [14-16].  

To command the Bluetooth receiver, the Bluetooth enabled Android Phone, i.e., the 
Bluetooth transmitter, should have the proper Application installed in it, to ensure proper 
control of electrical appliances. The research work related to the development of an Android 
Mobile Application development, for the purpose of home automation by Arduino 
Microcontroller and Bluetooth module has been proposed [17, 18]. These papers gain us 
ideas about Android Mobile Application development using MIT App Inventor, for lamp 
control using Bluetooth, through three different modes. 

The previous researches were proposed to control the electric lamp in any one mode (or 
in very few cases two modes) of operation. This will give the user only a certain level of 
sophistication. The implemented system is designed to integrate all the three individual 
control techniques into a single control system, which controls the electric lamp in all the 
above said 3 different modes, say Manual switch mode, LDR mode and Bluetooth mode. 
This will make the user of lamp to reach the next level of sophistication.  

2. THE PROPOSED METHOD
Block diagram of the proposed system is illustrated in Fig. 1. The control of lamp is

based on two types of connectivity. A wired channel controls the lamp in Manual mode or 
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LDR mode and another wireless channel controls the lamp in Bluetooth mode. For the 
manual switch mode of operation, a two pin SPST switch is used. For the LDR mode, a 10K 
LDR is used in series with a 10K ohm resistor, as a voltage divider network. The control 
signal to the microcontroller is taken from the mid-point between the resistor and the LDR.  

 
Fig. 1: Block diagram of the proposed system. 

The Bluetooth communication is achieved by using HC-06 module. This module will 
establish a wireless connectivity between the controller and the android mobile phone. Upon 
receiving the control signal from the android mobile phone, the micro controller will change 
the lamp status accordingly. The android mobile will have a dedicated application which is 
developed for controlling the lamp. The lamp is connected to the microcontroller through 
relay module. 

3.   HARDWARE DESCRIPTION 
3.1  Arduino UNO  

Arduino is an open-source electronics platform supported with easy to use hardware 
and software supports. Arduino UNO is a low-cost microcontroller board, built around 
ATMEGA328p processor. It has 6 analog pins and 14 digital pins. The board can be 
powered by USB cable or 12V external power supply. The board can be programmed to 
control any pins, through Arduino Software (IDE). In recent years the Arduino boards finds 
it application in all of the electronics projects ranging from beginner level to highest level 
like scientific solutions etc. 
3.2   Relay Module 

 It is an electrically isolated switch, which isolates the power circuit from control circuit. 
The control signal (5 V) which will be available in one off the digital pin can be connected 
to the input side of the relay. Now the output of this relay can even be connected to any 240 
V power supply side, if we desire to control a 240 V load. This Switch operates through a 
relatively small electric current that can turn or off a much larger electric current. 
3.3   Bluetooth Module 

The Bluetooth module used here is HC-06. It is easy to use Bluetooth Serial Port 
Protocol Module. This module works on serial communication. HC-06 is a Master/Slave 
module. By default, every module will be set to Slave. It can be reconfigured to Master, 
through AT commands. As it is a Slave module, it can only accept connections, whereas 
Master module can initiate a connection to other devices. The operating range of this module 
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is around 2.4 GHz, with a distance of about 10 meters at a speed of 1 Mbps. The Smart 
phone will send serial data to the Bluetooth module when a button is pressed on the app. 
3.4  Light Dependent Resistor (LDR) 

LDR is a variable resistance whose resistance value will vary according to the intensity 
of light falling on lit.  The LDR will offer less resistance when the Light intensity on the 
LDR is more and the resistance offered will be more when the light intensity on the LDR is 
less. Due to this property, it will be commonly used as Day/Night Sensor in Street Lighting 
Projects. Since on Day time, the resistance of LDR will be less and on Night time resistance 
of LDR will be high. 

4. SOFTWARE DESCRIPTION
4.1  Arduino IDE 

The Arduino IDE (Integrated Development Environment) is an open-source software 
that allows the user to do coding, editing, compiling of program. The written program will 
be uploaded into the Arduino boards. Arduino IDE was available for all of the major OS. 
The Arduino IDE has inbuilt functions and libraries that works on Java platform. 
4.2  MIT App Inventor 

This is also another Integrated Development Environment (IDE) used to develop 
applications for Android Phone using web browser. This application can be connected to a 
mobile phone or an emulator. In MIT App Inventor, there will be two main windows, one 
is the designer window to design the Graphical User Interface (GUI) and the second window 
is the Block Programming Window.  Figures 2 and 3 show the Designer Window and Block 
programing window respectively. 

Fig. 2: Android application developed. 

In MIT App Inventor, there will be no coding to develop an android app, rather we will 
be doing a much easier block programming (pick and place programming). This App 
inventor is available for all major OS and easy to upload the developed app in any android 
smart phone.  The most interesting feature of this paper is the graphical user interface, 
developed in MIT App inventor. This will be installed in the android smart phone. The smart 
phone used throughout this paper was Samsung A5-2017.This user interface is developed 
in such a way that; it will help the user to pair the smart phone with the Arduino Bluetooth 
module. The communication between the Bluetooth module and the Android Smart phone 
will be using Bluetooth protocol. The GUI will have a list picker, which will list all the 
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available Bluetooth devices, around the Android Smart phone. Also, the GUI will have a 
label, to display the Bluetooth device connectivity status. 

 
Fig. 3: Android application developed. 

In addition, two buttons were provided in the application, one to switch ON the lamp 
and another button to switch OFF the lamp. To increase the facility for elderly/physically 
changed people, voice reply is also added in the application to say the status of lamp. 

5.   SIMULATION OF THE PROPOSED SYSTEM 
Proteus is the one of the simulation software to do the all type of electronics project 

from simple rectifier circuit to advanced level controllers with all the recent sensors, 
switches, wireless communication devices and controllers. Here the Proteus 8 professional 
application is used for the proposed system simulation. 

Figure 4 depicts the complete circuit diagram of the proposed system with Proteus 
simulation software. Here the same Arduino code and the android mobile application are 
used for controlling the lamp for both simulation and for hardware implementation. In 
simulation the Arduino sketch is initially compiled and the developed hexadecimal code 
path is identified and it will be entered into the Arduino controller.  Similarly, for the 
Bluetooth, the input COM port number is identified and it will be entered into the Bluetooth 
device for connectivity between mobile and the computer for simulation. 

Figure 5 illustrates the simulation output, in which the lamp is turned ON by manual 
switch. Out of three mode of control the first mode is simulated and illustrated here. From 
Fig. 5, it is clear that the LDR torch is near, meaning that more light is fall on the LDR also 
no signal from Bluetooth device, only the manual switch is turned ON and the lamp is 
glowing. 
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Fig. 4: Proteus simulation – lamp OFF condition. 

Fig. 5: Proteus simulation – lamp ON through manual switch. 

Fig. 6: Proteus simulation – lamp ON through LDR. 

Figure 6 demonstrates the simulation output, in which the lamp is turned ON by LDR 
sensor. Out of three mode of control, the second mode is simulated and demonstrated here. 
From Fig. 6, it is clear that the manual switch is turned OFF also no signal from Bluetooth 
device, but the LDR torch is moved away meaning that the light is not falling on the LDR, 
hence the lamp is glowing. This mode is automation mode whenever the surrounding light 
intensity is less or dark, the lamp will be turned ON automatically by using the LDR sensor. 
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Fig. 7: Proteus simulation – lamp ON through Bluetooth communication. 

Figure 7 shows the simulation output, which the lamp is turned ON by Bluetooth 
communication. Out of three mode of control the third mode is simulated and displayed 
here. From Fig. 7, it is clear that the manual switch is turned OFF also the LDR torch is 
near, meaning that more light falls on the LDR, but the Bluetooth device receives signal 
from the android mobile app which is developed using MIT app inventor, hence the lamp is 
glowing. This mode is sophistication mode whenever the light illumination is needed then 
the lamp may be turned ON using the mobile application which was developed and installed 
on the user’s android smart phone. 

6.   IMPLEMENTATION AND VERIFICATION OF THE PROPOSED 
SYSTEM 
The lamp will be controlled in three different ways. One is the manual mode, by using 

a SPST switch. Second is the automatic mode. In this mode, the LDR will work as a 
Day/Night sensor and get the surrounding light intensity. If the surrounding light is dark, 
the lamp will be ON. If the surrounding light is bright, then the lamp will be made OFF 
through the relay. 

 
 

Fig. 8(a): Experimental setup (lamp ON 
condition). 

Fig. 8(b): Experimental setup (lamp 
OFF condition). 
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Fig. 8(c): Comment Lines on the Serial Port Monitor of Arduino IDE. 

The third mode is through wireless Bluetooth communication. The Bluetooth Module 
will be connected to the Arduino Controller.  Figure 8(a) and (b) shows the lamp status, 
while Fig. 8(c) show the comment lines which were made printed on the Serial Port Monitor 
in the Arduino IDE for the corresponding status of the lamp. Depending on the data sent 
from the Bluetooth module the Arduino controller will make the relay module ON or OFF. 
The lamp will be turned ON or OFF through the relay driver module. The data sent to 
Bluetooth module will be varied in the Android Smart Phone. The communication between 
Android Smart Phone and Bluetooth Module is through serial data communication. All the 
three modes of operation were represented in Fig. 9 as a flowchart.   

Fig. 9: Flow chart of the operation. 

7. RESULTS AND DISCUSSION
The project was tested and the results obtained were represented as in a table format as

shown in Table 1. The obtained results were found to be accurate. In manual operation 
mode, when the manual switch is made ON then the lamp will be made ON through relay. 
The delay time elapsed by the Lamp for switching form OFF state to ON state was measured 
to be 2 sec. Similarly, if the manual switch is made OFF, then the lamp will be made OFF. 
Again, the time elapsed by the lamp was measured to be 2 sec. 
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Fig. 10: Control of Lamp in different modes and delay time elapsed  

in respective mode 

In LDR mode of operation, if the surrounding light intensity is Dark, the lamp will be 
made ON. Similarly, if the surrounding light intensity is Bright, then the lamp will be made 
OFF. This is made automated that no need of human intervention to change the lamp status, 
in LDR mode of control. The time taken by the lamp to change from ON state to OFF state 
or vice versa was measured to be 2 sec. 

In wireless mode, the Android Smart phone is paired with the Bluetooth module 
correctly, either by Media Access Control (MAC) address or by giving a specific name to 
the Bluetooth Module. The distance between Android Smart phone and HC 06 Bluetooth 
Module was kept to be 10 meters during the test. 

The control word (data) will be sent from the Android Mobile phone through the 
Android App developed. This data will be received by the Bluetooth module and the same 
data will be checked by the microcontroller. If the data received is 1 (by pressing ON button 
in the App), the lamp will be made ON. Similarly, if the data received is 0 (by pressing OFF 
button in the App), the lamp will be made OFF. In Bluetooth mode the delay time for 
reaching ON status in the lamp is measured to be 2 sec, and the same for reaching OFF 
status in the lamp is measured to be 4 sec. 

8.   CONCLUSION 
The endowment of innovation to human kind is to make life more straight forward. In 

this paper, a three-way control of electric lamp was outlined, exhibited and executed. The 
lamp is controlled individually without the requirement of Line of Sight. The relay activity 
and thereafter the lamp can be controlled with an automated mode and also in Bluetooth 
control mode.  

 This proposed system not only make it easy to do switching operation of an electric 
appliances, by elderly or handicapped persons, but also decrease the human intervention 
into the lamp control cycle and reduce the time delay in manual mode of control. The control 
over the lamp is secured, to the access from any other intruders, through a pairing password, 
for the Bluetooth control. Through this Unauthorized Bluetooth device entries were avoided, 
which give more security to the System. This project can be used for any other electrical 
appliance that requires on/off switching, without internet connections. 

The full functionality of the lamp was tested in all three modes using manual switch, 
LDR operation and Bluetooth wireless communication, between the android smart phone 
and the Bluetooth module. The results achieved were 100% accurate. 
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In the presented paper, the design, verification and GUI were designed and executed 
for one lamp. The delay time to turn ON the lamp is 3 secs and to turn OFF by Bluetooth 
mode is 4 sec. The work of this paper can be extended to reduce the delay time in the 
appliances control, implement “Internet of Things” instead of Bluetooth Communication, 
increase the distance coverage of the Bluetooth Communication to control the lamp, etc. 
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ABSTRACT:   Electric vehicles (EV) have gained worldwide attention since the 
implementation of a wireless power transfer (WPT) to charge their batteries. With WPT, 
it can be very convenient for EV to be charged dynamically. Nevertheless, there are some 
issues in dynamic WPT, such as maintaining the power transfer efficiency. Several factors 
that lead to these problems include disruption of the alignment and the optimum distance 
between the transmitter and receiver coils. It is thus contributing to the loss of power 
efficiency when charging the EV. Not to mention, manufacturers build different 
specifications of EV charging station for different types of EV models in order to meet 
customer demands. An incompatible charging device will not utilize EV wireless charging 
to its maximum potential. Hence, to improve the power output capability as well as 
stabilizing the maximum power transfer during the charging process, a compensation 
circuit is added to the system. This article focuses on comparing two available 
compensation circuits (series-series (SS) topology and series-parallel (SP) topology) under 
the application of dynamic wireless charging. The simulations are conducted using NI 
Multisim based on the relationship of power transfer efficiency with resonance frequency, 
coefficient of coupling, and the load resistance. The WPT efficiency for SP-topology 
shows that it is sensitive to the change of resonance frequency and coupling coefficient, 
whereas SS-topology maintains good efficiency during the WPT process. Nonetheless, 
SS-topology performance suffers efficiency loss when paired with a higher load, while 
SP-topology acts differently. This article will observe the best conditions on the selected 
compensation designs for better application in EV charging systems in a moving state.  

ABSTRAK: Kenderaan elektrik (EV) telah menarik perhatian dunia sejak pelaksanaan alih 
kuasa wayarles (WPT) bagi mengecas bateri. Melalui WPT, EV lebih mudah kerana ia 
boleh dicas secara dinamik. Namun, pengecasan dinamik WPT turut mengalami masalah, 
seperti mengimbang kecekapan pemindahan kuasa. Beberapa faktor yang membawa 
kepada masalah ini adalah kerana terdapat gangguan penjajaran dan jarak optimum antara 
gegelung pemancar dan penerima. Kerana ini, ia menyumbang kepada kehilangan 
kecekapan kuasa semasa mengecas EV. Pengeluar juga membina spesifikasi stesen 
pengisian EV berlainan mengikut jenis model EV demi memenuhi permintaan pelanggan. 
Namun, platform pengecas EV yang berbeza, tidak dapat mengecas EV secara wayarles 
dengan maksimum. Oleh itu, bagi membaiki keupayaan jana kuasa serta menstabilkan 
pengeluaran kuasa maksimum semasa proses pengecasan, litar gantian ditambah ke dalam 
sistem. Artikel ini memberi keutamaan pada dua litar gantian berbeza (topologi bersiri 
(SS) dan siri-selari (SP)) di bawah aplikasi pengecasan wayarles dinamik. Simulasi dibuat 
menggunakan NI Multisim mengikut kecekapan pemindahan kuasa dengan frekuensi 
resonan, pekali gandingan dan rintangan beban. Kecekapan WPT bagi topologi-SP 
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menunjukkan ianya sensitif pada perubahan frekuensi resonan dan pekali gandingan. 
Manakala topologi-SS kekal cekap semasa proses WPT. Walau bagaimanapun, prestasi 
topologi-SS berkurangan ketika diganding dengan beban besar, begitu juga berbeza bagi 
topologi-SP. Artikel ini akan mengkaji keadaan terbaik pada reka bentuk gantian terpilih 
bagi aplikasi EV dalam sistem pengecasan bergerak. 

KEYWORDS: electric vehicle (EV); wireless power transfer (WPT); dynamic charging  
compensation topology; capacitor arrangement  

1. INTRODUCTION  
The first electric vehicle (EV) introduction was more than 100 years ago. The invention 

started from a battery and gradually evolved to an electric motor. In the early 19th century, 
technology pioneers demonstrated a battery-powered conceptualization vehicle. A British 
inventor, Robert Anderson built the first-ever a simple electric carriage. In the 1890s, a 
chemist named William Morrison successfully developed an electric car with a top speed of 
14 miles per hour [1]. In the automotive industry, conventional vehicles can be 
manufactured easily and more affordably for consumers. Still, they present some 
inconveniences such as being a bit noisy and emitting unpleasant pollutants from their 
exhaust systems.  

In comparison to a conventional vehicle, EV shows significant advantage in terms of 
noise, and environmental friendliness. Not to mention that EV is a current solution for the 
concern of environmental pollution, and depletion of energy resources as well as the 
increased cost for petroleum [1,2]. EV uses electricity as its propulsion, so the main 
component to store the electricity is the lithium-ion battery. The lithium-ion battery has a 
shallow discharge rate; its implementation increases the energy stored as well as increasing 
the travel distances of an EV [3]. 

The application of wireless charging in EV brings more convenience to its consumer. 
The ability to charge without any contact reduces the hassle faced by consumers. It increases 
consumer’s safety, is spark-free, has fewer maintenance requirements, provides more 
reliability, and the charging method is not affected by its surroundings [4]. WPT uses the 
electromagnetism theory, where energy can be transferred using inductive coupling or 
capacitive coupling. For the capacitive coupling, the electric fields are used to transfer 
power between two plates. For inductive coupling, the energy is transmitted between the 
coils of the receiver and the transmitter via the magnetic field [5]. Ampere’s law and 
Faraday’s law are two principles behind the operation of inductive power transfer (IPT).  

Figure 1 displays an illustration of the WPT system for EV. The main components that 
contribute to wireless power transfer are the transmitting coil and the receiving coil [6]. The 
power is transferred through the air from the coil at the charging pad to the coil installed in 
the EV. There are also other significant components for EV, which include both the 
transmitting side and the receiving side. At the transmitter, there is a voltage source, an 
AC/DC converter, a compensation circuit, and a transmitter coil. While at the receiver side, 
there is a receiver coil, a compensation circuit, AC/DC converter, and battery storage. The 
grid will supply power in terms of alternating current (AC). The AC/DC converter will 
convert it into DC and again convert it to AC as the concept needed to transfer wireless 
energy needs it to be AC current passing through the coils thus, the WPT phenomenon 
occurs. Then, at the receiver side, the AC will be converted into DC so it can be stored into 
the battery bank [7,8]. 
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Through this implementation, EV can be charged in two states, either static or dynamic. 
Static wireless charging (SWC) is a charging process where the vehicle is idle such as when 
it is parked in a mall or garage. Dynamic wireless charging (DWC) is a charging process 
that takes places while the vehicle is moving on the road. However, the combination of both 
SWC and DWC is known as Quasi-dynamic Wireless Charging (QWC) [9]. As the EV is 
in state of motion, the power transfer efficiency is varied due to the inconsistency of airgap 
distances as well as the misalignment between the transmitter coil and the receiver coil. This 
situation will cause a low magnetic flux density. It is known that flux density is directly 
proportional to induced current. Low magnetic flux results in a loss of power efficiency due 
to of low magnetic flux density [10].  

Fig. 1: WPT main components in EV [8]. 

A compensation circuit can compensate for the power transfer loss. It ensures that the 
output power for the WPT is maintained at a fixed level across wide variations in coupling 
[5]. There are four basic compensation designs: Series-Series (SS) topology, Series-Parallel 
(SP) topology, Parallel-Series (PS) topology, and Parallel-Parallel (PP) topology. 
Throughout this article, only two compensation circuits are chosen: Series-Series (SS) 
topology and Series-Parallel (SP) topology. SS-topology and SP-topology are more 
economically suitable for high power transmission [11]. These two topologies are further 
studied in finding which compensation designs performed well under DWC in terms of 
maximum power transfer capability and power transfer efficiency.  

The author of [10] used the approach of applying mutual coupling for a different set of 
compensation designs (SS-topology and SP-topology) to analyse which topology can work 
well during the charging of an EV battery at constant voltage and constant current. SS-
topology resulted in both situations of possible constant voltage or constant current, making 
it suitable for maintaining the charging process as the position of the primary system is 
changing with respect to the secondary system, such as an in-motion charging situation. 
Same value of parameters was used in [13] research, where it focused on transferring the 
resonant frequency equally to the operating frequency of the power source. Between SS-
topology and SP-topology, a larger transmission range can be achieved with the series 
design in the secondary side. Parallel design, however, is capable of transferring higher 
output with a drastic load attached. In addition, the author in [15] carried out the test by 
setting up different compensation designs (SS-topology and SP-topology) using a mutual 
inductance model at resonance state. Despite that, SS-topology exhibited 70% of maximum 
efficiency while SP-topology achieved 66%. 
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2.   ANALYSIS OF SS-TOPOLOGY AND SP-TOPOLOGY 
With the absence of the compensation circuit in the WPT system, the power transfer 

efficiency is inefficient compared to a circuit with compensation technology [12]. The 
inductance leakage in the WPT system causes low power efficiency. Therefore, an 
additional capacitor is placed either in series or parallel at both the transmitter and receiver 
side to compensate for the leakage. The capacitive compensation not only solves the 
inductance leakage but also improves mutual coupling of the primary and secondary coils 
[13]. Figures 2 and 3 show the schematic circuit diagrams for both SS-topology and SP-
topology. VI, C1 and L1 denote the supply voltage, primary capacitance, and primary 
inductance at the transmitter side of the circuit. C2, L2 and RL denote the secondary 
capacitance, secondary inductance, and the load resistance at the receiver side of the circuit. 
The M represents the mutual inductances in this circuit. For the ideal case, the R1 and R2 are 
neglected (R1 + R2 = 0) so that the circuit operates without the presence of disturbances.  

  
Fig. 2: Series-Series topology [8]. Fig. 3: Series-Parallel topology [8]. 

 
The model used for this article is an EV with a power consumption of 3.6 kW with 40 

kHz resonant frequency (ꞷo). The most common maximized output voltage is 168 V (VL) 
for the testing of a rechargeable battery in an EV [23]. Therefore, the input voltage to 
recharge the EV’s battery is 240 V. As the output voltage and output power are already 
known (Po equal to Pin). The other parameters can be calculated, as shown below: 

The load resistance can be found using equation (1). A higher power delivery into the 
load with maximum power transfer capability and efficiency is improved by adding a 
compensation circuit at the secondary side, which is where the load is located [13].  

𝑅𝐿 =  
𝑉𝐿

2

𝑃𝑜
  (1) 

The root means square (RMS) value for primary and secondary current can be found 
using equation (2) and (3). Note that the output power (Po) is equal to (Pin) since the coil 
resistance is ignored. Meanwhile, the RMS value for the primary voltage is set to be 240 V. 

𝐼1,𝑟𝑚𝑠 =  
𝑃𝑖𝑛

𝑉𝐼,𝑟𝑚𝑠
   (2) 

𝐼2,𝑟𝑚𝑠 =  
𝑉𝐿,𝑟𝑚𝑠

𝑅𝐿
 (3) 

L2, M and L1 are calculated using the equation below. The quality factor, QS, and coupling 
coefficient, k, are set in the calculation as 4 and 0.2. The reason for the coupling coefficient 
to be 0.2 is that it can avoid the bifurcation issue. Bifurcation is a phenomenon where there 
exists more than one angle frequency in resonance inductive power transfer. It happens due 
to an increase in the coupling coefficient to a certain value. Therefore, the value of k should 
be addressed carefully to avoid a decrease in a voltage gain of the system [10]. It is noted 
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that the coefficient of coupling is correlated with the distance between the coils. The 
inductance value will be affected if the value of the coupling coefficient is changed [14].  

𝐿2 =  
𝑄𝑆𝑅𝐿

𝜔𝑜
 (4) 

𝑀 =  
𝐼2,𝑟𝑚𝑠𝑅𝐿

𝐼1,𝑟𝑚𝑠𝜔𝑜
(5) 

𝐿1 =  
𝑀2

𝐿2𝑘2 (6) 

ꞷo is the resonant frequency, which is equal to 2πf. A compensation circuit placed at 
the primary side can make the resonant frequency, ꞷo be transferred equally to the operating 
frequency of the power source [13,15]. Using the value of the frequency, L1 and L2, primary 
capacitance, C1, and secondary capacitance, C2, can be known. Equation (7) is used to find 
C1, whereas Eq. (8) is used for C2. 

𝑓1 =  
1

2𝜋√𝐿1𝐶1
(7) 

𝑓2 =  
1

2𝜋√𝐿2𝐶2

 (8) 

Power calculation can be calculated at both the primary and secondary sides using Eq. 
(9) below. P is the power of the primary/secondary side (W), V is the voltage at the
primary/secondary side (V), and I is the current at the primary/secondary side (A). Table 1
lists the required parameters for the simulations.

𝑃 = (𝑉)(𝐼) (9) 

Table 1: Parameters used in wireless power transfer 
Component Parameter 

VP Primary Voltage 
CP Primary Capacitance 
RP Primary Resistance 
LP Primary Inductance 
LS Secondary Inductance 
CS Secondary Capacitance 
RS Secondary Resistance 
RL Load Resistance 
Q Quality Factor 
k Coefficient of Coupling 

Both compensation designs are usually used in the high-power industry, including 
WPT. SS-topology and SP-topology provide a constant current and constant voltage during 
the charging process making them suitable to be applied to EV [10]. The arrangement of the 
capacitance inside the circuit determines the compensation design used. The series 
arrangement of the capacitor at the primary side (Fig. 4a) makes it independent of the 
primary inductance as well as the load, making it suitable for dynamic applications. In 
contrast, the parallel arrangement of a capacitor is to increase the primary current of the 
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circuit. At the secondary side, the series arrangement of capacitance (Fig. 4a) is able to 
stabilize the voltage supply to the load, while the capacitance arrangement in parallel (Fig. 
4b) able to supply stable current to the load [10,15].  

The compensation arrangement is not limited to only four arrangements, as already 
mentioned, but there is also a hybrid arrangement of capacitors and inductors [16]. The 
hybrid compensation circuits are LCC-LCC, LCL-LCL, LCC-P, LCL-P, S-CLC, LCL-S, 
CCL-S and multi-LCC (Fig. 5 in [17]). However, only SS- and SP-topologies will be further 
discussed in this article.  

  
(a) (b) 

Fig. 4: (a) Series-Series arrangement, (b) Series-Parallel arrangement [8]. 

Despite that, it also depends on the type of load that is used in the system in order to 
maximize the capability of the compensation design applied to it. Taking into consideration 
the EV to work with DWC, SS-topology can be seen as a better application towards charging 
the EV’s battery. The reason is that the coupling coefficient of the compensation design is 
less affected while the EV is in motion. Also, SS-topology is capable of operating at both 
constant rates of voltage and current output which makes it more reliable to be implemented 
for the EV [10]. On the other hand, SP-topology compensation emits higher power output 
and efficiency with higher loads, making it appropriate to be applied in EV due to its 
problem in travel distance because of its small built battery capacity [13,15]. Both SS and 
SP compensation designs display their advantages in implementation under DWC, but 
further analysis is required to find out which of the two compensations can perform under 
dynamic situations.  

3.   RESULTS AND ANALYSIS 
SS-topology and SP-topology are constructed as in Fig. 5 and Fig. 6, in NI Multisim 

software. The letter P or S is the notation for primary or secondary in the circuit diagrams. 
Both compensation circuits were simulated under three variables. The variables that were 
manipulated were the resonant frequency, coefficient of coupling, and the resistance load. 
These variables are chosen based on dynamic situations that the EV may experience in the 
long run.  

Under the ideal case, which there is zero resistance tolerance, SS-topology appeared to 
be better than SP-topology in terms of maximum output power and power transfer 
efficiency. The efficiency achieved by SS-topology was 99.94% while SP-topology 
struggled to transfer power wirelessly with 28.39% efficiency.  
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Fig. 5: SS-topology circuit diagram in NI 
Multisim. 

Fig. 6: SP-topology circuit diagram in NI 
Multisim. 

Table 2: Calculated parameters for NI Multisim simulations 

Parameter Value 
RL 7.84 Ω 
LP 398 µH 
LS 124.78 µH 
M 44.57 µH 
CP 39.78 nF 
CS 126.87 nF 
K 0.2 

QS 4 

In order to analyse the performance between the two topologies, Fig. 7, Fig. 8, and Fig. 
9 show the relationship for each variable with power transfer efficiency. The coupling 
coefficient changes accordingly, based on the distance as well as the alignment between the 
coils [20]. The value range tested is between 0.01 and 0.2, in order to avoid the occurrence 
of the bifurcation issue. It is known that the coupling coefficient decreases with the increase 
of distance and vice-versa, as is the case with misalignment between the coils [21]. Referring 
to Fig. 7, from 0.06 (41.3 cm) to 0.2 (25.9 cm), SS-topology is able to transmit better power 
efficiency from the transmitter coils to the receiver coils.  On the other hand, at the distance 
of 36.8 cm between the coils with 0.08 coupling coefficient, SP-topology reaches its 
maximum potential with 96.47% of efficiency. When it comes to tolerance to coupling 
coefficient, SP-topology appears to be less suitable based on its performance compared to 
SS-topology. SS-topology is capable of maintaining more than 90% efficiency with bigger 
air-gap fluctuation approximately ≈16 cm.  

Fig. 7: SS and SP simulation for power efficiency, Ƞ vs coupling coefficient, k. 

Another simulation test conducted is the manipulation to the resonant frequency. Based 
on Fig. 8, both topologies show the fluctuation in power efficiency. The range of the 
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resonant frequency for the simulation test is chosen between 30 kHz and 50 kHz because it 
is in the range of EV operational specifications for charging pad manufacturers. The 
frequency for inductive power transfer can range from 3 kHz to 1 MHz [20]. In terms of 
maintaining power efficiency, both topologies are unable to consistently maintain power 
transfer as the frequency is altered. In spite of the inconsistency, SS-topology expresses 
better efficiency within the frequency range of 38 kHz until 42 kHz while SP-topology has 
its highest peak with 56.4% of power transfer efficiency when the resonant frequency is 41 
kHz. Since the system is calculated and designed with a frequency value of 40 kHz, the 
outcome for the maximum power efficiency is technically closer to the assigned value of 
the resonant frequency. SP-topology experienced more significant power loss compared to 
SS-topology in this study. Hence, it can be observed that for any slight increase or decrease 
from the theoretical resonant frequency, the power efficiency will drop lower than the 
maximum power efficiency achieved. This proves that both topologies are sensitive when 
there is a deviation in resonant frequency [10]. 

The change in load resistance also affected the efficiency during the power transfer. 
Load resistances represent the battery capacity in EV. Bigger load signifies more power can 
be stored, thus requiring less charging time per day. Figure 9 illustrates the results of power 
efficiency for both topologies under alteration of the load resistance value. In this simulation 
test, when both topologies were paired to a bigger load (100 Ω), SP-topology operated better 
than SS-topology with regards to efficiency in WPT. Contrarily, SS-topology attained 
99.93% efficiency with a load value at 10 Ω. 

 
Fig. 8: SS and SP simulation for power efficiency, Ƞ vs resonant frequency, ꞷo. 

Based on the traits analysed for DWC, the relationship between efficiency with resonant 
frequency, coupling coefficient and load resistance, SS-topology and SP-topology each 
have their respective strengths in wireless charging. For optimum real application of EV, 
the coupling coefficient, k was kept at 0.2 to avoid any presence of more than one angle 
frequency during the resonance inductive power transfer. Because both topologies’ 
efficiency easily affected by the resonant frequency, ꞷo=41 kHz was set as ideal operational 
frequency at the transmitter side. The same parameter values in Table 2 remain constant 
except for load resistance for each compensation design. Series design at the receiver side 
resulted in lower voltage but higher current. Parallel compensation at the secondary side 
made the voltage received to be high while the current received was low. Under the 
condition of 3.6 kW model, SS-topology had a longer transmission distance with a load of 
RL=8.1 Ω. As for SP-topology, the same output power was gained with RL=130 Ω. Table 3 
represents the data simulated under those specifications with the expression of achieving 
3.6 kW of power transmission. 
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Fig. 9: SS and SP simulation for power efficiency, Ƞ vs load resistance, Ω. 

Table 3: Compensation design 3.6 kW simulation paired with respective loads. 
Series-Series (SS) 

compensation design 
Series-Parallel (SP) 

compensation design 

Resistance load, RL 8.1 130 
Primary voltage (rms) 240 V 240 V 

Secondary voltage (rms) 171 V 683 V 
Primary current (rms) 15.20 A 15.16 A 

Secondary current (rms) 21.10 A 5.26 A 
Power transmitted 3648 W 3640 W 

Power received 3608 W 3592 W 
Power efficiency, Ƞ 98.9% 98.6% 

The main contribution is that both compensation designs have different features for 
WPT. SS-topology is fitted for small load systems, providing the compensation design of 
SS tolerance towards the change in frequency and airgap distance between coils. While SP-
topology is very relevant for large load systems. 

4. CONCLUSION
The two topologies have been simulated based on DWC features when EV is

technically in a state of motion. The relationship for power efficiency with resonant 
frequency, coupling coefficient and load resistances is tested to identify the best fitted 
compensation design for steady power transfer from the charging pad to the battery. From 
the simulation results acquired, both designs react differently for each variable. Even using 
the same parameters, the maximum potential of DWC reflected on the load paired to the 
system. Great efficiency was achieved as SS-topology used small loads, in contrast to SP-
topology which gained great efficiency with bigger loads. Nevertheless, through comparing 
and analysing the simulation data, SS-topology appeared ideal to implement for DWC. 
Despite the fact that it can only perform at utmost capability with small loads, it is important 
to highlight SS-topology’s potential to maintain it tolerance towards deviation in resonant 
frequency and coupling coefficient. For practical applications, the ability to transfer power 
at a consistent rate without major power loss is an important choice criterion when the 
vehicle is moving [22]. SP-topology paired greatly with bigger loads. However, it is suitable 
for longer travel distances but requires more charging time because of the bigger loads. SP-
topology seems more suitable for SWC due to its sensitivity towards changes in coupling 
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coefficient. Not to mention, this article analysed the conditions for DWC which required an 
EV cruising while charging. For that reason, it touched on different application situations 
of two chosen compensation designs and elaborated on how to choose the ideal design 
suitable for practical applications.   
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ABSTRACT:   A massive rise in web-based online content today pushes businesses to 
implement new approaches and resources that might support better navigation, 
processing, and handling of high-dimensional data. Over the Internet, 90% of the data is 
unstructured, and there are several approaches through which this data can translate into 
useful, structured data—classification is one such approach. Classification of knowledge 
into a good collection of groups is significant and necessary. As the number of machine-
readable documents proliferates, automatic text classification is badly needed to classify 
these documents. Unlabeled documents are categorized into predefined classes of labeled 
documents using text labeling, a supervised learning technique. This paper reviewed 
some existing approaches for classifying online news articles and discusses a framework 
for the automatic classification of online news articles. For achieving high accuracy, 
different classifiers were tried. Our experimental method achieved 93% accuracy using a 
Bayesian classifier and present in terms of confusion metrics.  

ABSTRAK: Peningkatan tinggi pada masa kini pada maklumat dalam talian berasaskan 
web menyebabkan kaedah baru dalam bisnes telah diguna pakai dan sumber sokongan 
seperti navigasi, proses, dan pengurusan data berdimensi-tinggi adalah perlu. 90% data 
di internet adalah data tidak berstruktur, dan terdapat pelbagai kaedah data ini dapat 
diterjemahkan kepada data berguna, lebih berstruktur — iaitu melalui kaedah klasifikasi. 
Klasifikasi ilmu kepada koleksi kumpulan baik adalah penting dan perlu. Seperti mana 
mesin-boleh baca dokumen berkembang pesat, teks klasifikasi automatik juga sangat 
diperlukan bagi mengklasifikasi dokumen-dokumen ini. Dokumen yang tidak dilabel 
dikategori sebagai pengelasan pratakrif dokumen berlabel melalui teks label, iaitu teknik 
pembelajaran berpenyelia. Kajian ini mengkaji semula pendekatan sedia ada bagi artikel 
berita dalam talian dan membincangkan rangka kerja bagi pengelasan automatik artikel 
berita dalam talian. Bagi menghasilkan ketepatan yang tinggi, kami menggunakan 
pelbagai alat klasifikasi. Kaedah eksperimen ini mempunyai ketepatan 93% 
menggunakan pengelas Bayesian dan data dibentangkan berdasarkan matriks kekeliruan. 

KEYWORDS: text classification; naïve Bayes; support vector machine; news articles 

1. INTRODUCTION
Today, the overwhelming volume of digital content is expanding and growing

constantly. Automatic text classification into existing categories is considered a primary 
method to process and manage this enormous amount of data. 

This kind of textual data is generated from various sources and is available in 
conference materials, editorials, digital/electronic documents, web pages, emails, 
publications, and journals. Many people use these online sources for day-to-day 
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information access instead of being limited to printed material such as newspapers, 
magazines, and books. The entrance to such information has become more comfortable; 
however, the organization of knowledge is difficult, making it challenging to manage. 
Organizing this kind of digital data is considered a critical method to effectively classify 
this digital information. 

Text classification has a vital role in text retrieval, information abstraction and 
summarization, and question-answering. Usually, the data available on the web used for 
classification are diverse, from various sources like broadcast or printed news, bulletin 
boards, newsgroups, advertisements, and movie reviews. Because of their varied nature, 
like being multi-sourced and having different vocabularies, different formats, and different 
writing styles for documents, automatic text classification is essential [1]. Due to the 
enormous amount of text that is stored in the electronic format, it is necessary to 
understand and examine such data and extract similar details, which may be useful when 
making decisions [2-4]. 

When a document is classified under an already defined category this action is termed 
Text classification (Fig. 1). A document can be single labeled or multi-labeled, depending 
upon the classes. A document is termed as a single label when it is allocated to a single 
class and is named multi-label if the document assigns it to multiple classes [5]. 

Fig. 1: Text classification process. 

Text classification comprises feature selection, document representation, applying the 
algorithm, and performance assessment. Because of the sudden growth of online 
transactions and the colossal accessibility of text documents, it is essential to retrieve vital 
data from documents using classification. Today, organizing and managing text 
information is considered a crucial practice [6]. Neural Networks [8], Support Vector 
Machines [7], k-Nearest Neighbor [9], and Naïve Bayesian [10] classification are 
algorithms that may be used for constructing classification methods. 

One area where we encounter a considerable amount of daily text is online news 
articles. Due to Information Technology developments, persons are worried about their 
busy lifestyle and thus they desire to only read news articles of their interests [11]. It is a 
big task to mine pertinent news concerning an individual's interest because much of the 
news articles are enlightening but could be less significant. An individual's lure can be 
contingent on many factors such as the news location and the type of news articles [12]. 
Here, we classify the news articles rendering to the type/category of the news articles. For 
example, imagine an individual who prefers to read news related to politics. Since the web 
is a sea full of news articles, it would be challenging for a particular person to read only 
articles related to politics. 
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In this work, to customize the news articles for a specific category, we have applied 
machine-learning techniques. The category may be politics, crime, sports, entertainment, 
or world news. We trained and tested the classification model using the huff post data set, 
which contains around 75k news articles. After training and testing, we applied this model 
for the news articles taken from different live news websites such as the Hindu, the Print, 
Indian express, and the Quint. 

2.   BACKGROUND 
2.1  Naive Bayes (NB) 

This algorithm is used as the classifier for the news articles. It is a prevalent method 
of classification when dealing with multi-class classification. It works based on the 
probabilistic technique first proposed by Lewis [13] and drives its roots from the Bayes 
theorem. This algorithm can run very efficiently with a large dataset. For text 
classification problems, Naïve Bayes is used as a standard because it has a fast run time as 
compared to other classifiers. Naïve Bayes is also used to solve problems like spam 
detection. Due to its simplicity, it outpaces many advanced classification techniques. 
2.2  K-Nearest Neighbors (KNN) 

The problems of regression and classification domain can be solved using this 
supervised machine learning algorithm [9]. KNN works by calculating the space between 
a query and all the instances (K) nearer to the question and then selects the majority 
recurrent label. It is comprehensible and applied very quickly. It slows down its 
performance when there is an upsurge in the data sample. It stores all the training data, due 
to which it is a somewhat costly algorithm. It requires high memory storage as compare to 
other methods. KNN is used in many areas, such as in politics; it can classify a voter into 
various classes like 'Will not Vote,' 'Will Vote,' or 'Will Vote to AAP Party’. 
2.3  Support Vector Machine (SVM) 

SVM is a supervised machine-learning algorithm [7]. SVM works when provided 
training data along with associated labels. Once the training is over, if supplied a data set, 
the model assigns a label to it. The support vector machine works well when dealing with 
linear classification problems. For classification, it makes a hyper-plane by choosing the 
maximum distance between adjacent data points. It is both a flexible and powerful 
technique of machine learning that is used for regression and classification. When dealing 
with high dimensional space, SVM works well and offers excellent accuracy, and it 
requires very little memory for processing. 
2.4  Logistic Regression (LR) 

It is the best regression analysis to be conducted where the dependent variable is 
binary. As for all studies of regression, logistic regression is a statistical process. It 
describes data and describes the relationship between one conditional dependent variable 
and one or more interval, ordinal, nominal, or ratio-level independent variables.  

3.   RELATED WORK 
With the rapid increase in demand for managing substantial text databases, text 

classification is a popular and dynamic research field of data mining. It becomes necessary 
and essential to competently handle the textual data to search and access any document 
quickly due to the enormous growth of digital textual information [14,15]. 
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Text classification uses unique rules to grant classes from a category of already 
specified classes to unlabeled text documents. Text classification typically operates 
manually, but because the classification rules are generated manually, such a procedure is 
time-consuming and costly. Therefore, Machine Learning is another methodology that 
uses automatic rule creation to classify documents [16]. 

The numerous classifiers are: Support Vector Machines [7], Neural Networks [8], 
Bayesian classification [10], Nearest Neighbor (KNN) [9], Association based 
classification [17-19], Term Graph Model [20,21] and Decision Tree (DT) [22,23], etc.
Many authors use the mentioned machine learning techniques; the table below was 
formulated after a brief study of these techniques.

Table 1: Related work in the field of Text classification by various authors 
References 

& year 
Datasets Algorithm / 

Technique used 
Conclusion/Note 

[24] (2014) Reuter-21578 KNN algorithm The accuracy of the KNN is maximum compared to 
Term Graph and Naïve Bayes. Its time complexity is 

maximum as compared to others is the only 
drawback. 

[25] (2014) Sohu 
laboratory 

corpus 

SVM-KNN 
algorithm 

By making recommendations and improving the 
classifying probability, the SVM-KNN algorithm 

will improve the classifier's efficiency. This 
algorithm increases the low amount of processing 
difficulty. Moreover, SVM is efficient and fast for 

classification. 

[26] (2015) Single-label
news corpus 

SVM, TF-IDF For the classification of Indonesian news posts, the 
authors used algorithm adoption and problem 

transformation methods. The authors develop a 
combination technique for the automatic classifying 
of the news articles and achieve better results with 

an f-measure is 85.13%. 

[27] (2015) Reuters-
21578 

Hyper Rectangular 
Keyword 
Extraction 

The authors proposed vital extraction based on the 
document categorization hyper rectangular method. 
This method generates excellent and accurate results 

when compared to traditional classification 
approaches. 

[28] (2015) Czech News
Articles 

Linear SVC, SGD, 
PA, NB 

The authors proposed a method for enhancing the 
classification accuracy of multi-document 

classification. The baseline classifier Naïve Bayes 
performed better than other classifiers. 

[29] (2016) Various news
websites 

Naïve Bayes (NB) Various news webpages were classified using 
structure attributes and URL content. The naïve 

Bayes algorithm showrd better results compared to 
existing approaches when implemented on the same 

dataset. 

[30] (2016) News articles
of emotional 

topics 

NB, C45, DT, 
SVM vectors, 

Winnow, Balanced 
Winnow, and Max 

Entropy 

The authors experimented with hierarchical 
classification with the purpose of sentiment analysis 
of news articles. SVM and TF-IDF were used with 
six and four classification algorithms respectively 

and achieved better results. 

[31] (2016) Stock new of
China 

Softmax training 
algorithm, 

Weighted sort 
algorithm, and 

selection algorithm 

For making investment decisions, authors classified 
stock news by proposing a novel algorithm. The 
authors achieved better accuracy and availability 

with this method compared with a general 
algorithm. 

213



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Ahmed and Ahmed 
https://doi.org/10.31436/iiumej.v22i2.1662 

 

References 
& year 

Datasets Algorithm / 
Technique used 

Conclusion/Note 

[32] (2016) Online news 
articles 

Neural Network 
Classifier 

The performance of the ANN using feature 
reduction performed better as compared to the 
essential ANN and gave better results for the 

classifications. The training process was prolonged. 

[7] (2017) Various news 
websites  
articles 

Naïve Bayes, 
SVM, Random 

Forest 

The performance of the SVM was at the bottom 
when compared with Naïve Bayes and Random 

Forest. Also, SVM took much training time. 

[33] (2017) Korean News 
Articles 

KNN, NB, SVM, 
and Logistic 

Regression (LR) 

The author performed two studies using four 
classifiers. Study 1, which had the data with less 
complexity, achieved a higher level of accuracy. 

Study 2, which had the data with more high 
complexity, may have harmed the classification 

results. 

[34][2017] Reuters.com 
news articles 

and Gold 
Standard 
dataset 

SVM, SDG, LR The authors used various classification algorithms to 
classify text articles to detect opinion, spam, and 

fake news. Classifiers achieved good results with an 
increase in the features. 

[35] (2017) Yahoo News 
US Edition 

Keyword 
matching, 
Newsmap 

The work developed a semi-supervised classifier for 
the classification of geographical news. The overall 

classification accuracy was 0.80, which was 
relatively low when compared to other traditional 

classifiers. 

[36] (2018) NLPCC2014, 
REV1-v2 

Attention GRU Bi-
RNN 

Centered on the process of neural network interest, 
the authors proposed a bi-directional recurrent 

neural network algorithm that performed 
classification on two datasets and achieved a high 

accuracy of 83.9 compared to other classifiers. 

[37] (2018) BR news 
dataset US 

news dataset 

ANOVA, SVM The work performed classification on two news 
datasets and proved noticeable differences between 

reliable and unreliable news sources. 

[38] (2018) Indonesian 
news articles 

Latent Dirichlet 
Allocation (LDA) 

Classification results of Indonesian news articles 
represented using a word cloud, which allowed easy 
understanding of each category's results and trends; 
However, more explanation was needed in terms of 

classification. 

[39] (2018) China News SVM, CNN, 
MAXENT 

The authors applied three algorithms in two schemes 
for the classification of Chinese news articles. SVM 
performed better than the other two, but a detailed 

explanation of the experiment is needed. 

[40] (2019) News articles 
and tweets 

Word2vec 
Convolutional 

Neural Networks 

The algorithm used is classified tweets and news 
articles into related and unrelated words. Word2vec 

enhanced performance by learning the semantic 
relations between words. 

[41] (2019) Arabic news 
articles from 

websites 

SVM, NB, DT, RF, 
LR 

The work classified Arabic news articles collected 
from various news websites. SVM performed better 
than all other classifiers and achieved an accuracy of 

87%. 

[42] (2019) Indonesian 
news articles 

Convolutional 
neural networks, 
recurrent neural 

networks 

The work performed a systematic classification of 
risk document to get the financial risk information in 

real-time.  Authors achieved better classification 
results using extensive data. However, manual 

labeling of new data was a tedious process. 
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References 
& year 

Datasets Algorithm / 
Technique used 

Conclusion/Note 

[43] (2019) Thai PBS, 
Khaosod, and 

Dailynews 

SVM, Decision 
Tree, Deep 
Learning 

The authors discussed the performance of various 
classifiers using Thai news as a dataset. Deep 

Learning outperformed the SVM and Decision Tree. 

[44] (2019) BBC 
datasets, five 

groups of 
20Newsgroup 

SVM, Naïve 
Bayes, Bi-LSTM, 

LSTM, CNN 

This work used five classifiers for the classification 
of two Chinese news datasets. They also pointed out 

the difference between ML and DL classification 
that ML was a time-consuming classification 

process that required preprocessing and feature 
extraction. In contrast, DL did not require cleaning 

activities. However, using ML, they obtained 
efficient and reliable results and the best accuracy. 

[45] (2020) Society 
channel of 

Sina 

C4.5 Decision Tree 
Algorithm 

The authors proposed a classification approach for 
emotions in news articles. They classified emotions 
into fear, joy, and sadness. This method achieved a 
high accuracy of 87.83% and compared it with the 

SVM classifier. 

[46] (2020) Uzbek Daryo
online news 

SVM, DT, RF, LR, 
Multinomial Naive 

Bayes 

The authors used six algorithms for news article 
classification in Uzbek languages. The approach 

achieved the highest accuracy of 86.88%. 

[47] (2020) Tigrigna 
news dataset 

SVM, DT, LR, RF, 
KNN, etc. 

The authors constructed the Tigrigna news dataset 
and have experimented with eight various 

classifiers. SVM outperformed other classification 
algorithms. Moreover, it achieved the highest 

accuracy. 

We reviewed several papers; Table 1 contains some recent papers. Several scholars 
studied and categorized texts in various languages, such as Korean [33] and Chinese [39]. 
There were still several works available covering Arabic language classification [41], 
shedding light on academic articles based on the usage of classical classifications of 
supervised machine learning, like SVM [34,37], KNN [24,25], Decision Tree [45], and 
Naïve Bayes [7,29]. Although other authors focused on classification through neural 
networks [32] and deep learning [42], the overall output was higher. Finally, it is evident 
that the classification algorithm’s performance in every language was significantly 
impaired by the consistency of the data source, as the unnecessary and repetitive 
characteristics of the data undermined the precision and output of the classifier.

4. RESEARCH DESIGN AND IMPLEMENTATION
Based on the above literature, we proposed a framework to perform text classification

of English news articles obtained from various Indian news websites. For ease of 
understanding, we divide the proposed framework into three main modules: Data 
Extraction, Data Preprocessing, and Classifier Module as illustrated in Fig. 2. 

First, the dataset is cleaned using data preprocessing. Then, we divide the dataset into 
train and test parts. Train data hold 70%, and test data hold 30% of the dataset. The next 
module trains the classifier to predict the class labels for the collected news articles and 
assign a category label in the next step. Thereby performance evaluation of the classifier is 
carried out using some performance metric. The next section contains a detailed 
explanation of each module. 

215



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Ahmed and Ahmed 
https://doi.org/10.31436/iiumej.v22i2.1662 

 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2: News article classification process. 

4.1  Data Extraction 
The process starts with a data collection module, in which news articles from seven 

different news websites are crawled, as shown in Fig. 2. Firstly, tweets of various news 
Twitter handles are crawled from Twitter using tweepy. Various news articles were 
extracted from crawled tweet URLs. Further, news article web pages from each news 
website are extracted by visiting each URL. In the module, the data extraction module 
downloads tweets and news articles from seven news websites. 

We have also used a dataset that contains around 75k news headlines with its content 
and category from the year 2012 to 2018 taken from Huff Post. These news articles 
contain eight categories: entertainment, crime, politics, business, world news, sports, 
media, and technology. The percentage of each class of news articles is shown in Fig. 3. 

 
Fig. 3: Percentage of each news article category. 
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The dataset that was used is shown in Fig. 4. It contains the first ten lines of the dataset, 
which have eight categories of news articles in CSV format, as shown below. 

Fig. 4: Description of the dataset. 

4.2  Data Preprocessing 
The data preprocessing module performs the cleaning of the dataset, which is 

considered to be an important task to achieve good results. Firstly, we perform the 
tokenization of articles; the module changes a group of characters to groups of strings with 
some recognizable meaning. Next, by using the python nltk package, we remove stop 
words such as 'what' and 'the' as these are the words that have minimal prominence and 
occur commonly. 
4.2.1 Label Encoding

We used the LabelEncoder class from the Scikit-Learn library in python to transform 
categorical text data into model comprehensible numerical data. From the Scikit-learn 
library, we use LabelEncoder class to encode the first column, then fit and transform the 
data of that column. Then, the new encoded data replaced the existing text data. After 
running the LabelEncoder piece of code, we get the following table. 

Table 2: Label encoding for different news category 
Category Name Category Code 

Crime 0 
Entertainment 1 
World News 2 

Politics 3 
Sports 4 

Business 5 
Media 6 
Tech 7 
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4.2.2 Train-test Split 
Our work includes a single labeled classification of the news articles collected from 

seven different news websites. For training and testing purposes, we divided our dataset 
into 70% for training and 30% for testing. The training data set consisted of 52635 labeled 
news articles and the testing set consisted 22558 of news articles. In training data, we have 
used the 10 fold cross-validation, fitted the final model to it, and then evaluated with the 
unclassified data and obtained evaluation metrics that showed as little bias as possible. 
4.3  Training the Classifier 

The training set and the set of labels corresponding to it are the input data for the 
classifier. The labels we used along with training set are: 'Crime', 'Entertainment', 'World 
News', 'Politics', 'Sports', 'Business', 'Media', and 'Tech'. Based on the pre-decided 
category tag, processed news articles were numerically labeled. Because the classifier 
input consists of two vectors, it was essential to vectorize news articles and the labels. 
They functioned as an input to the classifier after the vectorization of these two entities. 
4.4  Testing the Classifier 

The classifier model was tested on the testing data once the classifier was trained with 
the trained data. The classifier predicted the category of the corresponding news articles. 
An example of the news article's 'business' category from the testing set is presented in 
Fig. 5. Naive Bayes classifier performed better, with 93% accuracy. Furthermore, our 
model is sure that the above 'business' article would belong to the same category. 

 
Fig. 5: News article classified as business category. 

4.5  Performance Metrics 
We made use of Scikit-learn to implement all the classification algorithms. The 

performance measurements for classifiers were studied to represent the Act imbalances on 
conventional measuring instruments like accuracy, recall, and precision. These metrics use 
knowledge about the classes currently and projected classes from classification tasks. The 
following confusion matrix may reflect all possible scenarios of the findings. 
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Table 3: Confusion matrix 
       PREDICTED 

ACTUAL 
Positive Negative 

Positive True Positive (TP) False Negative (FN) 
Negative False Positive (FP) True Negative (TN) 

When an instance belongs to a class, it is considered a positive case, and when an 
instance does not belong to a specific class, it is considered a negative case.  An instance is 
called true positive (TP) when it belongs to the positive case and is appropriately labeled 
as such. The false negatives (FN) are such cases that are incorrectly classified as negative 
cases when they belong to the positive cases. The false positives (FP) are such cases that 
are incorrectly classified as positive when they belong to the negative cases. The instances 
belonging to the negative case are correctly classified as such. These are called the true 
negatives (TN). Below we highlight some of the performance metrics based on the 
confusion matrix. 
4.5.1 Accuracy 

Accuracy is the number of all right predictions the classifier has made divided by the 
overall data collection [48]. The accuracy mathematically expressed as 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
(1) 

The error rate (ERR) is the sum of all incorrect forecasts separated by the dataset's total 
number. The highest error rate is 0.0, while 1.0 is the worst. The error mathematically 
expressed as 

𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 =  1 − 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (2) 
4.5.2. Precision 

The number of articles that are properly identified (True Positive) by the number of 
articles that the classifier estimates corresponds to a specific group (True Positive and 
False Positive). The precision [48] in mathematical form is 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
(3) 

4.5.3. Recall 
The ratio of positive articles correctly predicted to all articles in the actual class is 

termed a recall [49]. The recall is mathematically expressed as 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
(4) 

A good recall implies that much of the positive cases (TP+FN) are rated as positive (TP). 
This situation is likely to result in more FP measurements and lower average precision. A 
poor recall implies we have a significant FN volume (should have been positive but 
categorized as negative). This ensures that we have greater confidence that this will be a 
positive case if we find a positive scenario. 

On imbalanced classification, when scholars use machine learning techniques, 
accuracy is not accurate. In imbalanced conditions, higher accuracy can be obtained since 
all data is predicted as the majority class. Hence, the F1 score and the receiver operating 
characteristic (ROC) curve are accepted as fair measurements by the machine learning 
community. The tradeoff between false positive and true positive is indicated by the ROC 
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curve. When the false positives get overlooked, and the emphasis is distorted, it would 
probably reflect precision only for the true positives. On the other hand, if the real 
positives get overlooked, and the emphasis is distorted for false positives, the ratings 
would most definitely represent the recall. The classifier's efficiency is reflected by the 
area under the curve (AUC). 
4.5.4 F1-Score 

The harmonic mean of precision and recall is the F1 score. If we combine Precision 
and Recall, then it will become the F1 score [50]. The optimal and worst values for F1 
score are 1 and 0, respectively. It is efficient to use one value for measurement instead of 
using two precision and recall values as it combines both. F1 score is presented as 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =  
2 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (5) 

5.   EXPERIMENTAL RESULTS AND PERFORMANCE ANALYSIS 

For every classification algorithm checked on our dataset, Table 4 displays the 
assessment of comparative results of SVM, LR, KNN, and Naive Bayes algorithms using 
multiple news websites in terms of all mentioned performance metrics. Accuracy and F1 
score are nearly similar. Figure 6 illustrates the analysis of all four algorithms in graphical 
form. 

Table 4: Result table 

 
 
 

 

 
Fig. 6: Comparing all four classifiers. 

In all four classifiers, the Naive Bayes classifier performed better than others with 
93.0% accuracy. Moreover, the worst result was displayed by the KNN classifier at 
72.0%. The best (NB) and worst (KNN) classifier's confusion matrices are shown in Fig. 7 
and Fig. 8. 

Figure 9 shows classifier output by imbalanced ratios. When training data for minority 
groups is sparse compared to other algorithms, Naive Bayes worked better than the other 

Classifier Accuracy Precision Recall F1 Score 
Naive Bayes 0.93 0.93 0.93 0.9 

LR 0.81 0.75 0.79 0.81 
SVM 0.76 0.76 0.76 0.75 
KNN 0.72 0.64 0.52 0.72 
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classifiers. It touched a 0.5 F1 score while the imbalance was 11%, whereas others reached 
22% of the imbalance with the similar F1 score. Nonetheless, the efficiency of the 
classifier will not improve after imbalanced levels dropped to 44%, whereas some 
algorithms eventually demonstrated better results after more class imbalance training data 
were produced. Overall, the lowest result was obtained by the KNN classifier. To attain an 
average F1 score above 0.7, it took an imbalance level of 66 percent, while the majority of 
the classifiers achieved an average F1 score above 0.7 at a 44 percent disparity rate. In the 
most imbalanced conditions, Naive Bayes worked the best. 

Fig. 7: Confusion matrix for the Naive Bayes classifier. 

Fig. 8: Confusion matrix for the KNN classifier. 
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Fig. 9: Performance of classifiers - Naive Bayes performs best while KNN performs worst. 

6. CONCLUSION
In this research, for online news posts, we implemented a single-class text classifier

system. We presented a sample dataset containing approximately 75k news articles sliced 
from seven various websites with their tags. We defined the dataset's collection, cleaning, 
and construction phases. We analyzed our dataset by adding four distinct classifiers. We 
used Naïve Bayes and several other classification algorithms for classification and 
performed a comparison of different classifiers’ outcomes from seven various sites on the 
same dataset, and the findings confirm that Naïve Bayes showed better performance than 
most classifiers; when working with various news datasets, it offers sufficient 
classification accuracy. This study has many possible extensions. Our future aim is to 
discover and implement a classification methodology in various regional languages. 
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ABSTRACT:   Corrosion under insulation (CUI) is one of the challenging problems in 
pipelines used in the gas and oil industry as it is hidden and difficult to detect but can 
cause catastrophic accidents. Pulsed eddy current (PEC) techniques have been identified 
to be an effective non-destructive testing (NDT) method for both detecting and 
quantifying CUI. The PEC signal’s decay properties are generally used in the detection 
and quantification of CUI. Unfortunately, the well-known inhomogeneity of the pipe 
material’s properties and the presence of both cladding and insulation lead to signal 
variation that reduces the effectiveness of the measurement. Current PEC techniques 
typically use signal averaging in order to improve the signal-to-noise ratio (SNR), with 
the drawback of significantly-increasing inspection time. In this study, the use of 
Gaussian process regression (GPR) for predicting the thickness of mild carbon steel 
plates has been proposed and investigated with no signal averaging used. With mean 
absolute errors (MAE) of 0.21 mm, results show that the use of GPR provides more 
accurate predictions compared to the use of the decay coefficient, whose averaged MAE 
is 0.36 mm. This result suggests that the GPR-based method can potentially be used in 
PEC NDT applications that require fast scanning.  

ABSTRAK: Hakisan di bawah penebat CUI adalah salah satu masalah yang mencabar 
dalam saluran paip yang digunakan dalam industri gas dan minyak kerana tersembunyi 
dan sukar dikesan tetapi boleh menyebabkan bencana. Teknik Pulsed eddy current (PEC) 
telah dikenal pasti sebagai kaedah ujian bukan pemusnah yang berkesan (NDT) untuk 
mengesan dan mengukur CUI. Sifat kerosakan isyarat PEC umumnya digunakan dalam 
pengesanan dan pengukuran CUI. Malangnya, sifat tidak tepat yang terkenal dari sifat 
bahan paip dan kehadiran pelapisan dan penebat menyebabkan variasi isyarat yang 
mengurangkan keberkesanan pengukuran. Teknik PEC semasa biasanya menggunakan 
rata-rata isyarat untuk meningkatkan nisbah isyarat-ke-kebisingan (SNR), dengan 
kelemahan peningkatan masa pemeriksaan dengan ketara. Dalam kajian ini, penggunaan 
regresi proses Gauss (GPR) untuk meramalkan ketebalan plat keluli karbon ringan telah 
diusulkan dan diselidiki dan tidak ada rata-rata isyarat yang digunakan. Dengan ralat 
mutlak (MAE) 0,21 mm, hasil menunjukkan bahawa penggunaan GPR memberikan 
ramalan yang lebih tepat dibandingkan dengan penggunaan pekali peluruhan, yang rata-
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rata MAE adalah 0,36 mm. Hasil ini menunjukkan bahawa kaedah berasaskan GPR 
berpotensi digunakan dalam aplikasi PEC NDT yang memerlukan pengimbasan pantas. 

KEYWORDS: corrosion under insulation; pulsed eddy current; non-destructive testing; 
machine learning; fast scanning 

1. INTRODUCTION
Industrial oil and gas infrastructures, including the transmission pipelines that are

used in transportation and distribution, require regular inspection as stipulated by 
governmental safety regulations all around the world to prevent catastrophic accidents.  
Many of these structures are made of carbon steel materials and covered by insulation for 
their protection or maintaining the high temperature of the oil or gas flowing inside them. 
A thin cladding is usually placed outside the insulation to hold the insulation in place and 
to stop water from seeping into the insulation that may cause or accelerate the growth of 
corrosion on the outer surface of the pipe. Such structures, whose illustration can be seen 
in Fig. 1, will benefit from non-destructive inspection techniques that are able to penetrate 
through the insulation and cladding, and therefore, detect any presence of the corrosion 
under insulation (CUI). CUI is considered a crucial problem with these pipes [1,2]. The 
ability to detect and assess CUI in the pipes without the removal of the insulation is very 
beneficial [3]. Removal of the insulation takes time, which, in turn, would lengthen the 
downtime of the plant and would require new costly replacements of the insulation or 
coating. 

Fig. 1: Typical setting of insulated pipes with a probe sitting on its cladding. 

Pulsed eddy current (PEC) non-destructive testing (NDT) has been identified as one 
of the solutions with the most potential for non-contact evaluation of corrosion in carbon 
steel structures [4], which are either coated or otherwise. The low frequency components 
of the excitation field allow deep penetration into the ferromagnetic structure. For such 
structures, magnetic saturation has been proposed, although many have proposed the use 
of PEC without magnetically saturating the sample.  

There have been several different PEC signal features proposed by researchers [3]. 
The signal features also depend on the type of the sensing device, whether it is an 
inductive coil or a magnetic field sensor. Mostly, the features are related to the decay 
properties of the signals, especially the gradient of the later stage of the decay, thanks to 
its high correlation to the thickness of the tested structure and its insensitivity to the 
variation in the distance between the probe and the sample, which is known as the stand-
off or lift-off. There have been promising results reported, although most of these have 
been applied on signals obtained by using inductive coils. A technique based on the 
signal’s inverse time derivative |∇|−1 is shown to allow in-situ calibration and improved 
estimation compared to the τ0 feature, which is the time at which the induced current’s 
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diffusion phase ceases [1]. An accuracy of 0.67 mm has been achieved with averaging of 
16 signals. Time to peak as a feature was proposed and its performance was shown to be 
good on simulation data, while no experimental data were reported [4]. Other time domain 
features have also been discussed in other reports, such as [5-7]. The use of a magnetic 
sensor, instead of an inductive coil, offers benefit in terms of the spatial resolution. 
However, relatively less studies have been reported where a magnetic sensor was used. 
Cheng et al. used anisotropic magnet resistance (AMR) sensors and the feature used was 
the decay coefficient, which is the reciprocal of the decay rate of the magnetic field 
density in the logarithmic scale [8].  

PEC signals are known to be noisy. Some noise reduction techniques have been 
presented [9,10], and the testing gets even more challenging due to inhomogeneity in 
ferromagnetic materials [11]. The use of signal averaging is effective to some extent, 
however it increases the measurement time significantly, depending on the number of 
signals used. This will prevent fast scanning applications using the PEC. In this paper, 
machine learning is used to predict the thickness of the insulated ferromagnetic sample 
without applying signal averaging. Machine learning, including its latest development 
known as deep learning, has embraced countless applications in various sectors of 
industry. Non-destructive testing (NDT) is not an exception to this current trend, and eddy 
NDT current techniques have also seen the applications of machine learning, such as the 
works reported in [12,13]. In this study, the use of machine learning in processing PEC 
signals obtained without signal averaging is presented.   

2.   MODELLING OF PEC AND CUI 
An axisymmetric 2D model, as shown in Fig. 2,  was built using COMSOL 

Multiphysics which consists of a few layers, namely the carbon steel sample, the 
insulation, and the cladding. The inner and outer radii of the excitation coil were 100 mm 
and 110 mm respectively, while the height of coil was 6 mm. In this work, the model is 
used to verify the trends in the magnetic field density that will be sensed by the sensor 
when the lift-off and sample thickness are varied. It is not intended to find the actual 
magnitudes of the field. 
 

 
Fig. 2: 2D-axisymmetric finite element model of the PEC system on an insulated sample 

with a cladding. The model was developed on COMSOL software. 

The conductivity and relative permeability of the sample were set to 5 x 106 S/m and 
100, respectively. The thickness was varied from 9 mm to 12 mm with an increment of 1 
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mm. For the cladding, its thickness was 0.5 mm and two different sets of permeability and
conductivity values were used to simulate stainless steel and aluminium materials.

The model was run for both different sample thicknesses and different insulation 
thicknesses. The results were plotted in the graphs shown in Fig. 3 and they verify that the 
slope of the signals is affected by the sample thickness but not by the lift-off, as has been 
reported by other researchers.  

(a) 

(b) 
Fig. 3: Typical signals obtained by using the developed PEC models, (a) for different 

thicknesses and (b) for different lift-offs. 

3. METHODOLOGY
In this study, the thickness approximation techniques using the gradient coefficient

and machine-learning-based regression techniques will be compared on PEC signals that 
have been obtained without any signal averaging.  
3.1  Experimental Setup 

A PEC system was built, consisting of a probe, a data acquisition, and a laptop 
running LabView. The probe consisted of an excitation coil and a Hall-effect device. A 
ferrite core was used for concentrating the magnetic flux and strengthening the Hall 
device’s output signal. Through the LabView code, the signal sampling was set at 100 
kS/s and the pulse width was 25 ms. The LabView code saved the acquired data to be 
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analysed. The inner and outer diameters of the coil were 100 mm and 110 mm, 
respectively. Its height was 6 mm and it had 200 turns. A MOSFET was used to switch the 
high excitation currents on and off with a pulse width of 25 ms driven to the excitation 
coil. Fig. 4 shows the block diagram of the PEC setup used in this work.  

 

 
Fig. 4: The block diagram of our PEC system. 

Corrosion or wall loss was simulated by thicknesses that were less than the thickness 
of the sound structure. Square plate samples with surface dimensions of 300 mm × 300 
mm were used and they had different thicknesses, which were 9.12, 10.02, 11.06, and 
12.08 mm. The stand-off was also varied at 3, 5, 8, 10, and 13 mm. Fifty signals were 
obtained for each combination of thickness and stand-off. Two different materials were 
used for the cladding, which were aluminium and stainless steel. The thickness of the 
cladding was 0.5 mm. 
3.2  Signal Processing (Data Pre-processing) 

The falling edge of the Hall effect signal and its decay properties were used to predict 
the thickness. In order to improve the signal-to-noise ratio (SNR), a median filter was 
applied to reduce the high-frequency noise. The logarithmic values of the signal were used 
to find the decay coefficient. Normalization to unity was employed to reduce the effects of 
the variation in the magnitude of the magnetic field that was induced by the excitation 
coil, which may be caused by the sample’s inhomogeneity and the change in the excitation 
coil’s temperature, among others. Fig. 5 shows typical signals that have been averaged in 
order to increase the clarity of the shape of the signals. For the purpose of determination of 
the decay coefficient, part of the signal that has been used is 10 ms ≤ t ≤ 35 ms.  

 
Fig. 5: Typical averaged signals for different sample thicknesses. 
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3.3  Machine-Learning-based Regression 
Based on preliminary observation, the Gaussian process regression (GPR) model 

consistently provided the best result among other regressions.  GPR is a non-parametric 
and non-linear kernel-based model, and it uses a Bayesian approach to model the 
uncertainty of the prediction. It has been widely used in various applications, thanks to its 
simplicity and its good performance when small datasets are available, among others. The 
kernel function that models the similarity between similar predictors was chosen to be the 
exponential kernel, which is defined by [14], 

(1) 

where σl is the characteristic length scale and r is the Euclidean distance between 
predictors xi and xj, and θ is the vector containing the parameters for the kernel. 

The decay of the magnetic field that is sensed by the Hall device is set as the predictor 
variables for the regression model.  
3.4  Model Validation and Testing 

Validation was performed on machine leaning models in order to test their 
performance after training, including the generalization of the model. Due to the limited 
quantity of data and to avoid overfitting the model, a cross validation technique known as 
k-fold was employed in this work. In this technique, the data were split into k groups and
the model was trained and validated k times. In every iteration, one different group was
excluded from the training and used only in the validation, therefore each and every group
of data was used for validation. In this work, 5-fold was used meaning that the data was
split into commonly used 5 groups. Seventy percent of the overall data that were chosen
randomly were used for this training and validation exercise. The remaining 30% of the
dataset were used to test and compare the model against the performance of the approach
that uses the 1/gradient feature.

The performances of both methods, namely decay coefficient and GPR, were 
evaluated and compared using the following metrics: root mean squared error (RMSE), R-
squared, mean squared error (MSE), and mean absolute error (MAE). All these metrics are 
already well known and widely used for evaluating performances of both measurement 
systems and machine learning models. 

4. RESULTS AND DISCUSSION
Fig. 6 exhibits the plots of the predicted thickness generated using both methods with

the experimental data obtained from all different lift-offs, sample thicknesses, and 
cladding materials. The error bars in the plots represent the standard deviation. The 
performance metrics are shown in Table 1.  

Table 1: Performance metrics of both methods 
Method Cladding RMSE 

(mm) 
R-squared MSE 

(mm) 
MAE 
(mm) 

Decay 
coefficient 

Stainless steel 0.4611 0.825 0.213 0.373 
Aluminium 0.420 0.856 0.177 0.346 

GPR 
Exponential 

Stainless steel 0.298 0.928 0.089 0.215 
Aluminium 0.266 0.942 0.071 0.198 
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    (a)                                                                  (b) 

Fig. 6: The averaged predicted thickness with error-bars representing the standard 
deviation of the measurement error, (a) aluminum cladding, (b) stainless steel cladding. 

Both the plots and the table demonstrate that the GPR exponential model 
outperformed the approach using the decay coefficient in terms of both the nominal error 
and the spread of errors. The averaged RMSE, R-squared, MSE and MAE of the GPR 
model are better by 36.0%, 11.2%, 59.0% and 42.6% respectively than those of predicted 
thicknesses using the decay coefficient. 

5. CONCLUSION 
In recent years, machine learning - a subset of artificial intelligence - has developed 

very rapidly and seen applications in various sectors, with deep learning being the latest 
development. Insulated industrial pipes develop corrosion or wall thinning that is hidden 
and challenging to be detected. This work proposed the use of machine learning for 
processing PEC signals, especially when the SNR was relatively high (as no signal 
averaging was used in order to improve the scanning speed), and therefore reducing the 
inspection time. The experimental data analysis shows that the GPR exponential model 
generated better results with both lower nominal errors and lower error variances, 
represented in the improvements in the RMSE, R-squared, MSE and MAE, by 36.0%, 
11.2%, 59.0%, and 42.6%, respectively. This suggests that the machine learning method 
can potentially be used in the applications where fast scanning is required. 
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ABSTRACT:   The rapid advancement in pattern recognition via the deep learning method 
has made it possible to develop an autonomous medical image classification system. This 
system has proven robust and accurate in classifying most pathological features found in 
a medical image, such as airspace opacity, mass, and broken bone. Conventionally, this 
system takes routine medical images with minimum pre-processing as the model's input; 
in this research, we investigate if saliency maps can be an alternative model input. Recent 
research has shown that saliency maps' application increases deep learning model 
performance in image classification, object localization, and segmentation. However, 
conventional bottom-up saliency map algorithms regularly failed to localize salient or 
pathological anomalies in medical images. This failure is because most medical images 
are homogenous, lacking color, and contrast variant. Therefore, we also introduce the 
Xenafas algorithm in this paper. The algorithm creates a new kind of anomalous saliency 
map called the Intensity Probability Mapping and Weighted Intensity Probability 
Mapping. We tested the proposed saliency maps on five deep learning models based on 
common convolutional neural network architecture. The result of this experiment showed 
that using the proposed saliency map over regular radiograph chest images increases the 
sensitivity of most models in identifying images with air space opacities. Using the Grad-
CAM algorithm, we showed how the proposed saliency map shifted the model attention 
to the relevant region in chest radiograph images. While in the qualitative study, it was 
found that the proposed saliency map regularly highlights anomalous features, including 
foreign objects and cardiomegaly. However, it is inconsistent in highlighting masses and 
nodules.  

ABSTRAK: Perkembangan pesat sistem pengecaman corak menggunakan kaedah 
pembelajaran mendalam membolehkan penghasilan sistem klasifikasi gambar perubatan 
secara automatik. Sistem ini berupaya menilai secara tepat jika terdapat tanda-tanda 
patologi di dalam gambar perubatan seperti kelegapan ruang udara, jisim dan tulang patah. 
Kebiasaannya, sistem ini akan mengambil gambar perubatan dengan pra-pemprosesan 
minimum sebagai input. Kajian ini adalah tentang potensi peta salien dapat dijadikan 
sebagai model input alternatif. Ini kerana kajian terkini telah menunjukkan penggunaan 
peta salien dapat meningkatkan prestasi model pembelajaran mendalam dalam 
pengklasifikasian gambar, pengesanan objek, dan segmentasi gambar. Walau 
bagaimanapun, sistem konvensional algoritma peta salien jenis bawah-ke-atas 
kebiasaannya gagal  mengesan salien atau anomali patologi dalam gambar-gambar 
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perubatan. Kegagalan ini disebabkan oleh sifat gambar perubatan yang homogen, kurang 
variasi warna dan kontras. Oleh itu, kajian ini memperkenalkan algoritma Xenafas yang 
menghasilkan dua jenis pemetaan saliensi anomali iaitu Pemetaan Kebarangkalian 
Keamatan dan Pemetaan Kebarangkalian Keamatan Pemberat. Kajian dibuat pada peta 
salien yang dicadangkan iaitu pada lima model pembelajaran mendalam berdasarkan seni 
bina rangkaian neural konvolusi yang sama. Dapatan kajian menunjukkan dengan 
menggunakan peta salien atas gambar-gambar radiografi dada tetap membantu 
kesensitifan kebanyakan model dalam mengidentifikasi gambar-gambar dengan 
kelegapan ruang udara. Dengan menggunakan algoritma Grad-CAM, peta salien yang 
dicadangkan ini mampu mengalih fokus model kepada kawasan yang relevan kepada 
gambar radiografi dada. Sementara itu, kajian kualitatif ini juga menunjukkan algoritma 
yang dicadangkan mampu memberi ciri anomali, termasuk objek asing dan kardiomegali. 
Walau bagaimanapun, ianya tidak konsisten dalam menjelaskan berat dan nodul. 

KEYWORDS: saliency mapping; chest radiograph; convolutional neural network 

1. INTRODUCTION
The convolutional neural network (CNN) has become the de-facto choice for image

classification and object detection. It has shown that the network model can achieve human-
level accuracy, including for medical images. Nevertheless, researchers are still finding 
ways to improve the classification performance with novel ideas. The majority of this 
research focuses on developing ever more complex and deep architecture. In this paper, we 
test the idea of changing the input typing rather than the model architecture. Instead of using 
a regular medical image, the saliency map is proposed to be the alternative input.  
1.1  Introduction to Saliency Map 

Itti et al. [1] introduced the concept of the saliency map in 1998. A saliency map is a 
numerical map that localizes an object (or objects) in an image that is deemed interesting 
(salient). In other words, the map emphasizes relevant features in an image while at the same 
time suppressing irrelevant features. Saliency maps have been employed in many tasks, 
including image classification, object detection, and image segmentation [2,3].  

Methods for creating a salient map can be divided into the top-down and bottom-up 
approaches [4]. In the bottom-up approaches, the salient map is constructed based solely on 
the image's feature. Features such as color mapping, contrast, edges, and objection 
placement are used to localize the image's salient region. Famous bottom-up algorithms are 
Binary Normed Gradient for Objectness [5], the Fine-Grained [6], and Spectral Residual 
[7]. However, [8] stated that medical images produced by conventional modalities such as 
CXR, computer tomography (CT) scan, and ultrasound are mostly homogenous and possess 
very few color variants. In situations like this, most conventional bottom-up algorithms will 
fail to localize any salient object in the image; this is shown in Fig. 4. 

Contradicting the previous method, the top-down approach produces a salience map 
based on the task given. The algorithm takes external cues from a human or model feedback 
to construct the final salience map. This method is fast becoming the mainstream solution, 
especially for medical images, as it can produce precise salient region boundaries even in 
the presence of shades or reflections [9]. However, since the techniques are based on a 
supervised CNN model, from which it naturally inherits CNN dependencies. First, it 
requires a large number of annotated samples for training purposes. Secondly, its 
development and deployment require access to accelerated hardware. These two 
requirements are an obstacle for the practical deployment of such technology in the medical 
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field, especially in Malaysia. Currently, Malaysia lacks any open medical image dataset, 
and very few hospitals are equipped with, or have access to, accelerated hardware. 
1.2  Anomalous Saliency Mapping  

In this paper, we introduce a new algorithm called the Xenafas algorithm that produces 
two novel anomalous saliency maps call Intensity Probability Map (IPM) and Weighted 
Intensity Probability Map (WPM). Different from the bottom-approach which only takes 
internal image cues, our approach takes cues from the probability mapping of a pixel's 
intensity relative to a cluster of similar images. However, it also does not require annotated 
samples or accelerated hardware to create the saliency map, which is practical in the context 
of Malaysia's clinical settings. Therefore, the algorithm can be considered as a middle 
ground between the bottom-up and top-down approach. We test the algorithm on a chest 
radiograph (CXR) dataset to see if the algorithm can create a salience region by highlighting 
pathological features such as air space opacities, masses, and foreign objects.  

2.   LITERATURE REVIEW  
For readers who want more information on the saliency map, ref [8] provides an 

extensive review of the subject matter. This paper's literature review will focus on the 
application of the saliency map in medical image analysis.  

The application of saliency in medical images can be separated into two categories, 
depending on when it is used. The majority of research only applied it post-training and 
solely for model interpretations; it is not actively involved in model training. For example, 
in [10], the saliency map produced by the class activation mappings (CAM) [11] is used to 
validate the feature selected by the CheXNeXt model for its classifications. Similarly, in 
[12], a saliency map is created via the guided back-propagation method [13], which is then 
used to provide interpretability for model classification on breast cancer image 
classifications. Research done by [14-16] also shows similar traits. However, it is vital to 
mention the finding by [17], in which the author demonstrated that most algorithms used to 
create this saliency map are inconsistent when repeated. Among all algorithms, the Grad-
CAM [18] algorithm shows the most consistency.  Thus, the trustworthiness of using a 
saliency map to validate clinical CNN models is questionable. 

The second type of saliency map research actively uses it in the model training. For 
example, in [19], the saliency map in the form of an attention map reduces a model false-
positive rate. Similar to a saliency map, the attention map produced by the Attention Gate 
(AG) algorithm suppresses irrelevant regions in the image.  In [20], localization of 
pulmonary lesions in CXR images is achieved by extracting a saliency map from a CNN 
model.  Likewise, in [21], a saliency map is generated and used to detect polyps in capsule 
endoscopy. Various bottom-up saliency algorithms are used for segmenting skin cancer in 
[22,23].  

To the best of the authors' knowledge, there is yet a paper that examines the effect of 
using a saliency map as input for chest radiograph classification. Therefore, in this paper, 
we tested the effect of using the proposed saliency map, IPM, and WPM, which will enhance 
the classification performance of the CNN model. In addition, we also test if the proposed 
saliency map successfully highlights all pathological features in a CXR image. For the 
interested reader, a review on the classification of CXR by supervised CNN models can be 
found from [24]. 
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3. METHODOLOGY
3.1  The Xenafas Algorithm 

We proposed the Xenafas method, an algorithm that indicates anomaly regions' location 
on a CXR image, based on the likelihood of a pixel's intensity (opacities) at a given location. 
The method starts with creating a control dataset. Images for this dataset must be cherry-
picked; avoiding images containing any form of anomalies. Examples of anomalies include 
but are not limited to; any pathology, foreign body, extreme variation such as dextrocardia, 
rotated film, and patients in non-standard body positions. 

After the control dataset has been created, the images are clustered into several groups 
using the K-Means algorithm. This step is needed to address the variation in patient body 
shape, image quality between x-ray machines, and the patient's body's orientation when the 
x-ray image is taken. The number of clusters, K, depends on the homogeneity of the images
in the dataset. A good homogenous dataset will use a K value of 1–3, while a heterogeneous
dataset will use a value between 7–10. Next, the 2D pixel intensity distribution or ProbMat
is created as shown in Algorithm 1.

Fig. 1: The pseudocode for producing the ProbMat. 

There are several ways to create a non-parametric probability function; one of the most 
popular is to use the Kernel Density Estimation method (KDE). KDE is easy to implement; 
however, computationally intensive when it is scaled to sample high-resolution images. A 
dataset with images with 256 by 256 resolution will need 65 536 KDE modeling to create 
all the necessary ProbMat. This requirement will quickly exhaust the memory resource of a 
computer. Additionally, there is no clear guideline on determining the appropriate 
bandwidth value of a KDE model.  

We proposed another method as an alternative to KDE. In this method, we first create 
a histogram of pixel intensity for all CXR images in the subcluster K, at a specific value of 
x and y. From the histogram, a discrete probability function can be obtained. A continuous 
function for all possible intensity values is approximate by combining the discrete 
probability function with cubic spline interpolation. The Savitzky-Golay filter was then 
applied to smooth the probability distribution function further. Using this continuous 
probability function, it is now possible to create a matrix (ProbMat) representing the 
probability of all intensity values at any given location. Pseudocode shown Fig. 2 is used to 
create the anomalous saliency map. In this part, the ProbMat is used to produce the Intensity 
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Probability Map (IPM) and Weighted Intensity Probability Map (WPM) for all CXR 
images. 

 

Fig. 2: Pseudocode to produce IPM and WPM saliency map. 

The WPM function is given by Eq. (1), 

𝑊(𝑥, 𝑦) = 𝑃(𝑖𝑥,𝑦)𝑖𝑥,𝑦 (1) 

The weighted pixel intensity, 𝑊 at position 𝑥, 𝑦 is equal to the product of its intensity, 
𝑖, and the intensity likelihood, 𝑃(), at the same locations. In WPM, the original pixel 
intensity acts as a weight for the likelihood. Thus, only anomaly regions with high opacities 
will be shown in WPM; lucent anomalies will be suppressed. In visualizing IPM and WPM 
images, pixels with lower likelihood will have a higher intensity (appear brighter) than 
pixels with high likelihood. Thus, a region that is marked brightly (highlighted) is a region 
that the algorithm considers to have anomaly features. 

One of the IPM and WPM images' fundamental weaknesses is that it suppresses 
anatomical landmarks. Without anatomical landmarks, it is difficult to determine the 
location of an anomalous region relative to an organ. To solve this issue, we added 
IPM/WPM heatmap as a layer on top of the corresponding images. Though, only regions 
that exceed the Otsu threshold [25] are incorporated into the images. An example of IPM, 
WPM, Infused-IPM (IIPM) and Infused-WPM (IWPM) is shown in Fig. 5. For comparison 
purpose, Fig. 4 shows the output of conventional bottom-up saliency mapping algorithms 
called Fine-Grained and Spectral Residual. The implementation of both these algorithms is 
taken from the OpenCV.  
3.2  Classification Method  

This paper aims to test whether or not replacing CXR images with IPM and WPM will 
improve CNN's classification performance. Thus, to ensure any performance changes are 
due to the input type and not the CNN architectures, only familiar deep CNN models are 
used. Figure 3 shows the network architecture used, with the base model being MobileNet, 
DenseNet121, ResNet50, VGG19 and Xception [26-30]. The implementation of base model 
network architecture is taken from TensorFlow (Ver. 2) library and with the pre-trained 
weight from ImageNet  [31].   
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   Fig. 3: Classification network architecture. 

All models are trained with 100 epochs; however, an early stop is executed if there is 
no improvement in the loss value after ten epochs. All models were trained and tested on 
the Google Cloud platforms. 

We have chosen the regular classification metric performance for model validation: 
precision, sensitivity, receiver operating characteristic curve (ROC-AUC), and the area 
under the precision versus sensitivity curve (PR-AUC).  
3.3  Dataset 

The dataset that is being used in this research is the Google-NIH dataset [32]. Initially, 
NIH provides the images while the labels are provided by Google [33]. It is important to 
note that only labels for the test and validation dataset are provided from the source. To 
create the training dataset for this study, we split the original validation dataset into a new 
training and validation dataset with a ratio of 0.3. All datasets are imbalanced datasets.  
3.4  Qualitative Validations 

To test the clinical relevance of the proposed algorithm, several normal and anomalous 
CXR images were selected, and the resulting IPM and WPM were examined qualitatively 
by a certified radiologist. Anomalous CXR that was chosen includes images of a rotated 
film, foreign body, cardiomegaly, and masses. For model interpretation, the Grad-CAM [18] 
algorithm is used to visualize which region of the CXR is relevant to the model when making 
the class classification.  

4. RESULTS AND DISCUSSION
4.1  Classification Result 

Table 1 shows several classification metrics obtained by various models and input-data 
types to classify the test dataset for air space opacity. While Table 2 shows similar metrics 
for the classification of CXR images with masses/nodules. Entries with the highest score for 
a particular metric is bolded.   

The result obtained is not particularly easy to decipher. The highest score in PR-AUC, 
accuracy, and precision is obtained by ResNet50+Image, ResNet50+IIPM, and 
ResNet50+IWMP, respectively. Xception+Image and VGG19+Image do have a higher 
precision score, however, both results were rejected due to their sensitivity score being less 
than 0.5. This means the models falsely label the majority of positive samples. The model 
with the highest sensitivity score is VGG199+WPM, with a score of 0.930. However, the 
model precision is quite low, only 0.672, thus the next model, DenseNet121+IWPM, will 
be a better choice, having obtained 0.893 in sensitivity and 0.775 in precision. Meanwhile, 
DenseNet121+Image obtained the highest ROC-AUC score, 0.877. 

239



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Md Ali et al. 
https://doi.org/10.31436/iiumej.v22i2.1752 

 

Table 1: Classification performance of CNN models with different base models and 
input data type for the airspace opacity dataset. ROC, PR, ACC, Pre, Sen stand for 

ROC-AUC, Precision-Recall area under the curve, accuracy, precision, and sensitivity 
respectively. %∆ represents the percentage difference in score compared to the model 

with image as input 
Input 
Type 

ROC-
AUC 

%∆ PR-AUC %∆ Accuracy %∆ Precision %∆ Sensitivity %∆ 

MobileNetV2 
Image 0.844  0.883  0.770  0.814  0.781  

IPM 0.824 -2.4 0.865 -2.1 0.754 -2.1 0.787 -3.3 0.789 1.0 

WPM 0.801 -5.2 0.835 -5.4 0.670 -13.0 0.851 4.4 0.522 -
33.2 

IIPM 0.846 0.2 0.879 -0.5 0.767 -0.5 0.821 0.8 0.763 -2.3 
IWPM 0.841 -0.3 0.873 -1.2 0.772 0.3 0.785 -3.6 0.834 6.9 

DenseNet121 
Image 0.877  0.903  0.776  0.878  0.712  

IPM 0.836 -4.7 0.874 -3.3 0.711 -8.4 0.878 -0.1 0.581 -18.3 
WPM 0.820 -6.5 0.860 -4.8 0.736 -5.2 0.795 -9.5 0.733 3.0 
IIPM 0.873 -0.4 0.905 0.2 0.763 -1.7 0.877 -0.1 0.686 -3.6 

IWPM 0.874 -0.3 0.904 0.1 0.788 1.5 0.775 -
11.8 0.893 25.4 

Xception 
Image 0.856  0.890  0.683  0.921  0.495  

IPM 0.809 -5.6 0.851 -4.4 0.736 7.8 0.757 -
17.9 0.803 62.1 

WPM 0.797 -6.9 0.836 -6.1 0.729 6.7 0.797 -
13.5 0.714 44.1 

IIPM 0.835 -2.5 0.871 -2.1 0.732 7.2 0.856 -7.1 0.646 30.4 
IWPM 0.841 -1.8 0.874 -1.8 0.723 5.7 0.876 -4.9 0.606 22.4 

ResNet50 
Image 0.873  0.907  0.784  0.881  0.725  

IPM 0.838 -4.0 0.879 -3.1 0.757 -3.5 0.831 -5.7 0.728 0.4 
WPM 0.829 -5.0 0.874 -3.7 0.759 -3.2 0.802 -9.0 0.775 6.9 
IIPM 0.870 -0.4 0.906 -0.2 0.790 0.6 0.872 -1.0 0.745 2.8 

IWPM 0.867 -0.6 0.905 -0.3 0.743 -5.3 0.904 2.6 0.621 -14.3 

VGG19 
Image 0.840  0.876  0.654  0.910  0.447  

IPM 0.805 -4.2 0.860 -1.8 0.761 16.4 0.769 -
15.5 0.841 88.2 

WPM 0.796 -5.3 0.843 -3.8 0.697 6.5 0.672 -
26.2 0.930 108.

3 
IIPM 0.858 2.2 0.894 2.1 0.760 16.1 0.875 -3.9 0.683 52.9 

IWPM 0.845 0.6 0.887 1.3 0.760 16.1 0.852 -6.3 0.707 58.4 

Next, we analyze if using the proposed anomalous saliency mapping as input will result 
in a better classifier for the airspace opacity dataset. We are particularly interested if such 
change in input can boost the performance of shallower CNN models (MobileNetV2 and 
DenseNet121) to comparable performance of deeper CNN models (ResNet50, VGG19 and 
Xception). What is evident from the result, using the alternative data types as input enhances 
the model's sensitivity. For example, VGG19+WPM, which obtained the highest sensitivity, 
obtained a 108.3% improvement compared to VGG19+IMG. This sensitivity improvement 
is more apparent in deep CNN models (ResNet50, VGG19, and Xception) than shallower 
CNN models (MobileNetV2 and DenseNet121).  
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As one might expect, any improvement in sensitivity tends to reduce model precision. 
Nevertheless, in most results, the degree of precision reduction is less than the degree of 
sensitivity gain. For example, the model Xception+IIPM obtained an increase of 30.4% in 
sensitivity while only reducing its precision by 7.1% compared to Xception+Image.  

The answer to which CNN model and input data type perform the best, depends on the 
purpose of the model. For screening purposes, then DenseNet121+IWPM will be the 
recommended model as it obtained the second-best sensitivity score while maintaining a 
reliable precision score. For precise clinical classification, then ResNet50+IWMP is 
recommended.  

Table 2: Classification performance of CNN models with different base models  
and input data type for the mass/nodule dataset. ROC, PR, ACC, Pre, Sen  

stand for ROC-AUC, Precision-Recall area under the curve, accuracy, precision, 
and sensitivity respectively. %∆ represents the percentage difference in score  

compared to the model with image as input 
Input Type ROC-AUC %∆ PR-AUC %∆ Accuracy %∆ Precision %∆ Sensitivity %∆

MobileNetV2 
Image 0.588 0.194 0.709 0.209 0.336 
IPM 0.568 -3.4 0.188 -3.2 0.729 2.8 0.201 -4.2 0.268 -20.2

WPM 0.588 0.0 0.204 5.2 0.755 6.5 0.206 -1.4 0.220 -34.3
IIPM 0.577 -1.7 0.182 -6.4 0.805 13.4 0.194 -7.1 0.095 -71.7

IWPM 0.573 -2.4 0.192 -1.0 0.659 -7.2 0.188 -10.2 0.383 14.1
DenseNet121 

Image 0.606 0.199 0.739 0.228 0.308 
IPM 0.587 -3.1 0.198 -0.6 0.716 -3.1 0.205 -10.1 0.308 0.0 

WPM 0.607 0.3 0.209 4.9 0.541 -26.8 0.197 -13.8 0.664 115.4 
IIPM 0.619 2.2 0.215 7.9 0.669 -9.4 0.222 -2.8 0.478 54.9 

IWPM 0.617 1.9 0.216 8.2 0.731 -1.0 0.241 5.7 0.366 18.7 
Xception 

Image 0.637 0.231 0.702 0.227 0.410 
IPM 0.587 -7.8 0.197 -14.7 0.633 -9.8 0.196 -13.8 0.464 13.2 

WPM 0.575 -9.8 0.200 -13.5 0.611 -13.0 0.177 -22.0 0.437 6.6 
IIPM 0.602 -5.5 0.206 -10.6 0.737 5.0 0.213 -6.4 0.278 -32.2

IWPM 0.609 -4.5 0.210 -9.2 0.570 -18.7 0.192 -15.5 0.580 41.3
ResNet50 

Image 0.643 0.242 0.689 0.225 0.437 
IPM 0.644 0.2 0.268 11.0 0.631 -8.4 0.222 -1.3 0.580 32.6 

WPM 0.619 -3.7 0.253 4.5 0.556 -19.3 0.199 -11.4 0.647 48.1 
IIPM 0.614 -4.5 0.210 -13.0 0.745 8.1 0.228 1.2 0.292 -33.3

IWPM 0.612 -4.7 0.222 -7.9 0.820 19.0 0.299 33.2 0.149 -65.9
VGG19 

Image 0.619 0.257 0.741 0.230 0.308 
IPM 0.623 0.6 0.279 8.5 0.545 -26.4 0.195 -15.3 0.647 109.9 

WPM 0.561 -9.3 0.194 -24.6 0.733 -1.1 0.206 -10.7 0.271 -12.1
IIPM 0.620 0.1 0.245 -4.8 0.743 0.2 0.244 5.9 0.339 9.9 

IWPM 0.628 1.4 0.260 1.0 0.752 1.5 0.248 7.7 0.319 3.3 

It is worth noting that, since this dataset is imbalanced, the PR-AUC score is more important 
than the ROC-AUC score. DenseNet121+IWPM also obtains a PR-AUC score of 0.904, a 
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mere 0.003 less than the highest score, which is 0.907 by ResNet50+Image. In addition to 
obtaining a reliable classification score, it also has the advantage of requiring fewer 
computing resources than ResNet50, VGG19, and Xception. Thus, it is more practical to be 
deployed in Malaysian hospitals.  

In Table 2, results show that all models failed to achieve acceptable classification 
performance for the mass/nodule testing-dataset. No model obtained a precision score of 
more than 0.5, meaning the majority of positive classifications were actually false. It is 
worth pointing out that all sensitivity scores for IMG input were lower than 0.5, thus all 
model missed the majority of the mass/nodule samples. Only DenseNet121+WPM, 
ResNet50+ WPM/IPM and VGG19+IPM manage to achieve a sensitivity score above 0.5.  

4.2  Qualitative Assessment 
Figure 4 shows the example of a saliency map produced by the Fine Grained and 

Spectral Residual algorithm, a conventional bottom-up algorithm. As shown in the figure, 
the Fine Grained failed to emphasize or suppress any feature in the image. Conversely, the 
Spectral Residual suppressed almost all featured, making it impossible to extract any 
meaningful information from its saliency map. Aligned with what was mentioned in [9], the 
conventional bottom-up saliency map algorithm cannot produce meaningful mapping for 
CXR images.  

 
Fig. 4: The saliency map of a CXR image (a) produced by the Fine Grained, 

(b) and Spectral Residual (c) algorithms.  

Fig. 5: A comparison between the original image and the corresponding IPM, WPM, IIPM 
and IWPM for a patient in a normal (a-e) and rotated (f-j) position. 

(a) (b) (c) (d) (e) 

(f) (g) (h) (i) (j) 

(a) Image (b) IPM (c) WPM (d) IIPM (e) IWPM 

(f) Image (g) IPM (h) WPM (i) IIPM (j) IWPM 
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Figure 5(a) shows CXR images with no visible abnormalities; the resulting IPM and 
WPM are shown the Fig. 5(b) and 5(c), respectively. There is no apparent region highlighted 
for the WPM image, implying that the algorithm does not identify any anomaly in the 
original CXR image. However, the perihilar region is incorrectly highlighted in the IPM 
image; this may suggest that the IPM may be over-sensitive in highlighting anomalies in 
CXR images. 

Next, we examine how the algorithm processed CXR images taken for an incorrectly 
positioned patient, or for a rotated x-ray film. For example, in Fig. 5(d), the patient's trachea 
is not located in the midline, suggesting that the patient may be rotated relative to the film. 
This orientation gives the appearance that the right lung is more lucent than the left. In the 
produced IPM image, the lucent region is highlighted, whereas WPM does not highlight this 
feature as WPM suppresses lucent anomalies. Whether or not the cause of the right lung 
lucency is significant is still an anomaly from the imaging perspective. Thus, the algorithm 
should highlight this anomaly as in the IPM image and then proceed to validate it by a 
radiologist. 

Another feature that indicates that the patient is in an abnormal position is the presence 
of teeth in the CXR image. The anomaly is highlighted in the IPM and more evidently in 
the WPM image. Teeth usually are not presented in a CXR, thus it is a form of anomaly that 
should be highlighted by a UAS algorithm. However, the algorithm incorrectly highlighted 
the patient breasts; this error may have been caused by the lack of images containing breasts 
in the control dataset. 

Fig. 6: Chest radiograph with foreign body, (a) and (b).  
The resulting WPM images (c) and (d) clearly show the foreign bodies, arrow (1)-(4). 

Figure 6(a) and 6(b) show CXR with foreign bodies, and the resulting WPM images are 
shown in Fig. 6(c) and (d). In both WPM images, the foreign bodies (arrows) are highlighted 
clearly and are more apparent than in the original CXR images. The opacity of biological 
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matter around the foreign body is suppressed, making it appear lucent. With this result, it 
can be assumed that WPM images may help in identifying foreign objects in CXR.   

Next, the algorithm capabilities in highlighting pathological changes are demonstrated. 
Figure 7(a) shows a CXR with cardiomegaly, and it is highlighted clearly in both IPM, Fig. 
7(b) and WPM Fig. 7(c) image. On the other hand, Fig. 7(d) shows CXR with a homogenous 
opacity at the right lower lung zone that does not obscure the cardiac border. This feature is 
not highlighted in both IPM, Fig. 7(e) and WPM, Fig. 7(f) images. 

 
Fig. 7: The cardiomegaly feature in (a) is clearly highlighted  

in the WPM (b) and IPM (c) image. However the generalized opacity  
feature in (d) is absent in the IPM (e) and WPM (f) images. 

Additionally, the algorithm also frequently failed to highlight opacity due to mass and 
nodules. The single nodule in Fig. 8(a) was not highlighted in the resulting WPM image, 
Fig. 8(d). The same can also be said for the multiple nodule-like opacities at bilateral mid 
and lower lung zones, as shown in Fig. 8(b). Only some of the lung masses are highlighted 
in resulting WPM images, Fig. 8(e). An example of a correctly highlighted lung mass is 
shown in Fig. 8(c) and 8(f). 
4.3  Grad-CAM Results 

To meaningfully deploy a developed model in clinical use, it must show some degree 
of interpretability and the classification must be validated based on some biological markers. 
For this reason, we use the Grad-CAM, [18], to visualize which region on the input data is 
emphasized. Figure 9(a) shows an example of CXR having airspace opacifications. Figure 
9(b)-(f) shows the output of the Grad-CAM algorithm for DenseNet121 models that were 
trained with different input data types. The only models that were trained using the WPM 
and IIPM as input were correctly labeled the sample. 
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Fig. 8: Most of the lung nodules and masses in (a) and (b)  
failed to be highlighted in the resulting WPM images, (d) and (e). 

Only lung masses in (c) were successfully highlighted in (f). 

Fig. 9: Output of the Grad-CAM algorithm for air space opacification dataset.  
Regions that are marked red are regions that the DenseNet-121 deems important. 

An obvious pattern that emerges in Fig. 9 is that models that received the original CXR 
image (image, IIPM, and IWPM) as input tend to mark the lower-left diagram. On the other 
hand, the model that takes IPM and WPM tends to focus more on the lung and shoulder 
region. It is not exactly certain why the DenseNet121-IPM model incorrectly labeled the 
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image even though it correctly emphasized the lung region. One reason that can be attributed 
is the model emphasized the right lung more than the left lung. Both models that correctly 
labeled the image, DenseNet121-WPM, and DenseNet121-IIPM, emphasize the left lung 
region. Even though DenseNet121-WPM also marked the left lung region; it emphasized 
more on the diagram, hence the wrong labeling.   

Figure 10(a) shows a sample of CXR that is positive for mass. The location of the mass 
is in the left upper and lower lobe. Figure 10(b)-(f) show the output result of the Grad-CAM 
algorithm for different ResNet50 models that were trained by different input data types. 
Models trained using images, IIPM and IWPM, show similar marked regions; they extend 
from the left clavicle bone to the lung right middle lobe. For IIPM and IWPM, the region 
does not cover any mass. Thus, the model is falsely labeled as negative. ResNet50+IPM 
correctly marked the left-upper lobe, and the mass contained in it. ResNet50+WPM only 
weakly marked this region. No model correctly marked the mass at the left lower lobe. From 
the example of results shown in Fig. 10, it can be concluded that the trained model failed to 
learn a mass feature. It also emphasizes the need for more effective feature extraction if we 
want to detect masses in CXR more accurately.   

 
Fig. 10: Output of the Grad-CAM algorithm for the mass/nodule dataset.  

Regions that are marked red are regions that the ResNet50 deems important. 

5.   CONCLUSION 
In this paper, we introduce the Xenafas algorithm, which creates the IMP and WMP 

anomalous saliency mapping for CXR images. A qualitative study by a certified radiologist 
has shown that the algorithm can highlight most foreign objects and cardiomegaly in the 
CXR samples tested; however, it is inconsistent in highlighting masses and nodules. It has 
also been shown that using IMP and WMP over regular CXR images increases the 
sensitivity of most CNN models that were tested. Using the Grad-CAM algorithm, it has 
been demonstrated that by using the IMP and WMP, the CNN model shifted its focus to a 
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more relevant CXR image region. The results obtained from the experiment conducted show 
that the IMP and WMP can be an alternative to regular CXR images for future machine 
learning development.   
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ABSTRACT:   This paper reports the utilization of computer vision and backlight 
techniques to determine the surface roughness of a workpiece under a variety of process 
parameters. A CCD (Charge-Coupled Device) camera was used to capture the image of 
the edge of the workpiece of the turned components using backlight technology to 
provide an edge roughness profile. The image was processed using SRVISION software 
developed in MATLAB to extract the profile of the workpiece and calculated the 
arithmetic average value of roughness (Ra) and root mean square roughness (Rq). The 
experiments are carried out with AISI 1045 (medium carbon steel), using various feed 
rates and cutting speeds, comparison is then made of the surface roughness values 
achieved through the conventional stylus probe method and the image processing 
technique. The comparison indicates that the vision method provides precise and 
consistent results with a correlation up to 0.99 with the traditional stylus method. The 
mean variations in Ra and Rq between the two methods were just 1.65 and 1.433 
percent, respectively. As the vision method is a non-contact procedure, it can be 
significant potential for application without damaging the machined surfaces in the in-
process inspection of the components as well as aids monitoring of the components in a 
shorter period.  

ABSTRAK: Kajian ini menggunakan visual komputer dan teknik cahaya belakang bagi 
memperoleh kekasaran permukaan sesuatu bahan pada pelbagai proses parameter. 
Kamera jenis CCD (Peranti Terganding-Cas) telah digunakan bagi memperoleh imej tepi 
bagi komponen yang dipusing menggunakan teknologi cahaya belakang bagi 
menghasilkan profil imej tepi yang jelas. Imej ini diproses menggunakan perisian 
SRVISION MATLAB bagi menghasilkan profil bahan dan purata kiraan kekasaran 
permukaan (Ra) dan punca purata kuasa dua kekasaran permukaan (Rq). Eksperimen 
dijalankan menggunakan AISI 1045 (besi karbon pertengahan), menggunakan pelbagai 
kadar suapan dan kelajuan potongan. Perbandingan kemudian dibuat pada nilai 
kekasaran permukaan yang diperoleh melalui kaedah prob jarum stilus konvensional dan 
melalui teknik pemprosesan imej. Perbandingan menunjukkan kaedah visual 
memberikan ketepatan dan dapatan konsisten yang munasabah dengan korelasi sehingga 
0.99 dengan kaedah prob jarum stilus tradisi. Purata variasi pada nilai Ra dan Rq antara 
dua kaedah adalah sebanyak 1.65 dan 1.433 peratus, masing-masing. Adapun kaedah 
visual adalah prosedur tanpa-sentuh, ianya sesuai dijalankan tanpa merosakkan 
permukaan mesin dalam proses penilaian komponen, juga membantu mengawasi 
komponen dalam waktu singkat. 

KEYWORDS: image process; roughness measurement; stylus method; non-contact method 
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1. INTRODUCTION
Turning is a common machining process that removes material from a rotating

cylindrical component using a single-point cutting tool. The turned component has a 
certain surface roughness that acts as a significant parameter in the performance of its 
work, much like friction, wear, lubrication, electrical and thermal resistance, fluid 
dynamics, vibration, and noise. Different parameters such as feed rate, cutting speed, 
cutting depth, cutting tool configuration, machine tool, and material of the component all 
affect the performance of the required product feature and surface roughness values at an 
appropriate cost. Roughness may be evaluated using two basic methods: contact and non-
contact methods. The contact method utilizes a stylus, which is drawn across the measured 
surface. The surface waveform is collected through an electronic sensor, commonly a 
linear differential variable transformer, that calculates parameters of surface roughness, 
like root mean square roughness Rq, average roughness Ra, maximum peak-to-valley 
height Rt, etc. The main disadvantages of the stylus device are that: (1) it requires direct 
physical contact, (2) it limits the measuring speed, (3) it cannot be used as an online 
measurement because the workpiece needs to be withdrawn from the machine for 
monitoring, and (4) it has restricted versatility in handling the specific geometric 
component to be measured [1].  

Non-contact methods may be divided into many categories based on the lighting 
system used and image analysis. Several investigations were performed utilizing non-
contact vision methods for the surface roughness assessment. Lee et al. [1] employed 
computer vision techniques to predict a workpiece's surface roughness under many cutting 
operations. The workpiece surface image was first acquired with a digital camera, and then 
the surface image feature was extracted. A polynomial grid was implemented utilizing a 
self-organizing adaptive modeling method to create relations between the surface image 
characteristics and real roughness of the surface through various turning operations. 
Gadelmawla [2] implemented a vision system to capture images for surfaces to be 
characterized and software was designed to investigate the captured images based on the 
“Gray Level Co-occurrence Matrix (GLCM)”. 3D plots of the GLCMs for different 
captured images were implemented, compared, and discussed. Also, several statistical 
parameters were calculated from the GLCMs and compared with the arithmetic average 
roughness, Ra.  

Al-Kindi et al. [3] developed a technique for using computer vision data to achieve 
accurate measurement of surface roughness parameters. Stylus-based measurements were 
obtained utilizing standard and non-standard roughness parameters and compared to 
vision-based measurements. Two light reflection models were adopted and implemented, 
namely the “Intensity-Topography Compatible (ITC) model” and the “Light-Diffuse 
model”, to explain the obtained vision data and to allow appropriate roughness parameter 
calculation. Results revealed that the “ITC model” performed better than the “Light-
Diffuse model”, with notable similar values to those obtained by conventional stylus-
based data of roughness parameters. Zhongxiang et al. [4] employed a method for 
determining the three-dimensional roughness of the surface using profile information. 
They suggested a three-dimensional measuring technique that was used to investigate 
surface roughness components on the basis of the digital image processing technology, 
and set up a three-dimensional surface roughness assessment system containing hardware 
and software architecture. Fadare et al. [5] developed a computer vision system 
appropriate for on-line surface roughness measurement of machined components utilizing 
an “artificial neural network (ANN)” depending on a digital image processing of the 
machined surface, consisting of a CCD camera, computer, Microsoft Windows Video 
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Maker, digital image processing software, and two light sources. The machined surface 
images were captured; analyzed and optical roughness characteristics were assessed using 
the “2-D fast Fourier transform (FFT) algorithm”. They concluded that the optical 
roughness values predicted by ANN were considered to be in good agreement with the 
measured values (R2-value = 0.9529).  

Shahabi et al. [6] proposed a different method for measuring roughness using a 2-D 
contour extracted from an edge image of the workpiece surface. A comparison with a 
stylus type device indicated a maximum variation of 10% in the measurement of average 
roughness Ra utilizing the visual method. Sridhar et al. [7] used a machine vision method 
to determine surface roughness through image processing and backlight technique on the 
turned components. The comparison was then made of the surface roughness values 
achieved through the image processing technique and the conventional stylus method, 
which showed that the suggested method provided close and dependable results similar to 
the traditional stylus method. Balasundaram et al. [8] calculated the amplitude and 
spacing, in addition to functional surface roughness parameters through the dry cutting of 
AISI 1035 carbon steel utilizing machine vision. A “DSLR camera” with high shutter 
speed was employed to capture a blur-free image of the workpiece surface profile 
perpendicular to the cutting tool. The edge of the surface profile was identified to sub-
pixel precision using the grey level constant moment and the roughness parameters were 
calculated using the profile. Srivani et al. [9] presented a methodology to characterize the 
nature of the surface using a computer vision system. For further investigations, a 
computerized optical microscope was used to collect surface images, and those images 
were fed into MATLAB software.  

Qingqun et al. [10] suggested a different method of on-line turned surface inspection 
by observing the characteristics of the grey value of the surface digital image. The 
uniformity of the surface image was evaluated and analyzed by fractal analysis, wavelet 
transform, and discreteness analysis of the wavelength of the texture profile. The normal 
texture image was extracted from the average wave profile, which indicated the state of 
the process and turned surface conditions. The results indicated that the turned surface 
condition could be effectively checked on-line. Naresh et al. [11] used the technique of 
machine vision to observe the surface roughness when turning composite MMCs. The 
machining surfaces were identified during machining operation utilizing machine vision 
technology and the stylus probe instrument was used to measure the surface finish of the 
machined surfaces. Patel et al. [12] introduced a computer vision system that captured the 
surface texture contours of the machined surfaces and extracted images. Using the gray-
level co-occurrence matrix, the texture function parameters were extracted and compared 
to various surface roughness parameters reported from a surface profilometer of a contact 
form. The image analysis was carried out for the extraction of texture characteristics at 
various levels of roughness. The variation between the characteristics of each texture and 
the parameter of surface roughness was examined. Multiple regression models were 
expanded to estimate individual surface roughness parameter (Ra) estimation and good 
recognition of surface roughness degree. The linear detection model was found to have 
better output features compared with a nonlinear recognition model. The findings showed 
that surface roughness estimation utilizing a linear regression model was a robust method 
for non-contact measurement.  Patel et al. [13] presented a surface roughness prediction 
approach utilizing “Computer Vision”, “Image Processing”, and “Machine Learning”. 
Two machine learning algorithms, “Stochastic Gradient Boosting” and “Bagging Tree” 
were compared and assessed on the basis of statistical parameters. It was found that 
“Stochastic Gradient Boosting” effectively estimated surface roughness for training as 
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well as Ten-fold cross-validation. The methods may be utilized for online monitoring of 
machined components and good evaluation. 

In this paper, a computer vision system for tracking and predicting the surface 
roughness of the turned components with different cutting conditions (cutting speed, feed 
rate, and cutting depth) utilizing image processing and backlight technique is presented. 
The surface roughness values that will obtained by the image processing technique and the 
conventional stylus method will then be compared. 

2.   METHODOLOGY AND EXPERIMENTATION  
The average surface roughness (Ra) and root mean square roughness (Rq) are 

commonly used as index of measurements to assess a machined surface finish. Estimation 
of roughness parameters has a significant role in distinguishing difficulties in industrial 
sectors like contact deformation, friction, and tightness of joint contact precision. 
2.1  Stylus Method Description  

The machining process was performed on a WILTON lathe (model no. 52TL1440-3) 
by 18 medium carbon steel AISI 1045 workpieces having a 30 mm diameter and a 300 
mm length. The chemical composition and mechanical properties of AISI 1045 material 
were measured as shown in tables 1 and 2 respectively.  

Table 1: chemical composition of AISI 1045 material  

Component c Si Mn P S Cr Fe 
Wt %  0.324      0.236   0.578    0.002 0.028 0.103   Residual 

 
Table 2: Mechanical properties of AISI 1045 material  

Elastic Modulus 
(Gpa) 

Tensile strength 
(MPa) 

Hardness 
(HB) 

Yield strength 
(MPa) 

216 671 170 353 

 The experiments were conducted using the Taguchi method by changing working 
parameters like feed rate, cutting speed, and a fixed cutting depth. The direction of the 
workpiece rotation was fixed in a counterclockwise direction. No cooling was concerned 
throughout the turning process. Table 3 indicates the amount of the parameters during the 
turning cutting process. A stylus device was used as a contact method for measuring the 
surface roughness of machined components. It contained a diamond stylus probe that was 
moved perpendicularly to the direction of roughness, and a characteristic of surface 
roughness was recorded at the other end. Because of its advantages, it is the most widely 
used technique and generates an object's profile in a clear direction. Surface roughness 
measurements of 18 turned components were performed on the stylus roughness tester 
type (SRT-6210). 
2.2  Computer Vision System Description  

The fundamental components of the vision system designed to capture images of the 
surfaces to be inspected consist of two parts: hardware and software systems. The 
hardware system consists of four main items: (1) a Sony DSC-WX100 CCD digital 
camera with a resolution of 18.2 megapixels, (2) an LED illumination source, (3) a black 
tube of cardboard to prevent the effect of environmental light, and (4) a personal computer 
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(PC) with MATLAB program for image processing as software. The camera was fixed 
using a special frame designed to move horizontally and vertically to ensure that the view 
of the camera was always perpendicular to the surface of the workpiece and could scan 
any area that needed to be measured. A software system named "SRVISION" was 
developed using MATLAB software. It was developed to work on any Windows 
environment. The image of the surface that needed to be measured was opened by the 
software, and then the variation of the surface profile was plotted and the surface 
parameters were calculated. The actual and schematic configuration of the on-machine 
measurement system of roughness is shown in Figs. 1 and 2, respectively. 

Table 3: Cutting condition values utilized in the experimental work [10] 
Workpiece 

material 
Cutting speed (V) 

[rpm] 
Feed rate 

(f) 
[mm/sec] 

Cutting depth 
(d) 

[mm] 
AISI 1045 140 0.2, 0.29, 0.39,0.77 0.25 

250 0.18, 0.36, 0.74 
650 0.18, 0.26, 0.36, 0.72 
950 0.16, 0.22, 0.34, 0.54 

1350 0.15, 0.23, 0.34 

Fig. 1: The actual setup of the on-machine roughness measurement system. 

2.3. System Calibration  
The horizontal and vertical scaling factors were obtained using a standard block with a 

length of 2 mm to transform the image dimensions from pixels to real dimensions in 
microns; the block was located at the same level as the shaft. The block width (in pixels) 
was calculated using the camera calibration toolbox in MATLAB software and the 
calibration factors were calculated using the following equation [2]:  

𝑓 =
𝑛𝑜. 𝑜𝑓 𝑡ℎ𝑒 𝑝𝑖𝑥𝑒𝑙𝑠 𝑓𝑜𝑟 𝑔𝑎𝑢𝑔𝑒 𝑏𝑙𝑜𝑐𝑘 𝑤𝑖𝑑𝑡ℎ (𝑙𝑒𝑛𝑔𝑡ℎ)

𝑎𝑐𝑡𝑢𝑎𝑙 (𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑) 𝑤𝑖𝑑𝑡ℎ (𝑙𝑒𝑛𝑔𝑡ℎ) 𝑜𝑓 𝑡ℎ𝑒 𝑏𝑙𝑜𝑐𝑘 
 (1)
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Fig. 2: Schematic diagram of the on-machine roughness measurement system [14]. 

2.4  Measuring Procedure    
A procedure for the assessment of surface roughness using the image processing 

method is described below: 
1- Preparation of specimen: 18 medium carbon steel AISI 1045 components were 

turned by adjusting the cutting speed and feed rate. The surface roughness values 
were measured by a stylus type roughness tester.  

2- Components were put under the “CCD camera” and modified for appropriate 
illumination of the LED; the “CCD camera” was focused to get an obvious contour 
image of the specimen edge. An image of the contour edge of the component being 
turned was captured and stored in the computer using a USB cable. 

3- The captured image was converted to a grayscale version to reduce the operating 
time of the algorithm. 

4- The area to be measured was cropped from the original image, and unnecessary 
areas around the shaft edge were deleted. 

5- The image stored in the computer was recovered and treated using a median filter 
(mask size 3X3) to remove the noise present in the image. 

6- The developed SRVISION software, calculated the image gradient in the Y 
direction to find the change in the intensity from white to black and found the edge 
of the workpiece. 

7- Converted the grayscale amount of the image into black and white with a 
binarization technique, the limits were applied on the image so that the component 
area was black and the rest was white.  

8- An algorithm was written for scanning the first row to find the first white pixel in 
the profile, then scanning the second row to find the second white pixel. This 
method was repeated to find the whole white pixels lying in the image, these pixels 
reflected the profile of the workpiece's surface profile. 

9- The best fit line was drawn to the contour image to get a mean line of the contour 
by least-square fitting.  
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10- Assessment of average surface roughness (Ra) and root mean square roughness
(Rq) by image processing technique from the image contour was performed by
subtracting each pixel of the counter profile from the calculated mean line and
using the following relationships:

𝑅𝑎 =
ƒ

𝑛
∑ ℎ𝑖

𝑛

𝑖=1

  (2)

𝑅𝑞 = ƒ√
∑ ℎ𝑖𝑛

𝑖=1

𝑛
 (3)

where: n is the number of data points, hi is the absolute distance of the ith point on the 
profiling measure from the mean line, and ƒ is a scaling factor. 

Figure 3 indicates the different steps of roughness measurement in the SRVISION. 
After loading the image into the software, where the software gives the option to choose 
the area to measure.  

Fig. 3: The main interface of software developed (SRVISION). 

3. RESULTS AND DISCUSSION
The results of the stylus and vision methods for measured surface roughness are

presented in this section. Additionally, their demand results were compared and discussed. 
3.1  Measuring Surface Roughness Using Stylus Method    

A stylus instrument was utilized to compare with the values of measured roughness 
by the vision system. Every surface was measured 5 times at different positions of the 
workpiece utilizing a cutoff of 0.8 mm. The minimum and maximum values of surface 
roughness achieved by the stylus method are indicated in Table 4. The variation ΔRa 
between the minimum and maximum Ra values changed between 0.24 μm and 0.844 μm 
for the 18 specimens. The maximum variation as a percentage of the minimum Ra value 
was 13.22% for each workpiece. The difference ΔRq between a minimum and maximum 
Rq values ranged from 0.13 μm to 1.94 μm. The maximum variation as a percentage of the 
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minimum Rq value was 15.36 % for each workpiece. The different values of surface 
roughness at the same workpiece were a result of instability in the machining process 
performed by the traditional turning machine. 

Table 4: Minimum and maximum roughness achieved by stylus device  

No. V 
[rpm] 

f 
[mm/rev] 

Ra(max) 
[µm] 

Ra(min) 
[µm] 

Δ Ra 
[µm] 

Δ Ra 
[%] 

Rq(max) 
[µm] 

Rq(min) 
[µm] 

Δ Rq 
[µm] 

Δ Rq 
[%] 

1 140 
 

0.206 6.474 6.026 0.448 7.43 8.291 7.4 0.891 10.75 
2 0.2886 7.887 7.563 0.324 4.28 8.928 8.736 0.192 2.15 
3 0.396 9.9 9.362 0.538 5.75 13.34 11.4 1.94 14.54 
4 0.77 13.1 12.86 0.24 1.87 15.45 15.04 0.41 2.65 
5 250 

 
0.182 6.512 6.107 0.405 6.63 7.766 6.957 0.809 10.42 

6 0.364 9.909 9.302 0.607 6.53 12.813 12.193 0.62 4.84 
7 0.742 10.67 10.152 0.518 5.10 12.75 11.24 1.51 11.84 
8 650 

 
0.179 6.426 5.946 0.48 8.07 8.353 7.365 0.988 11.83 

9 0.256 6.821 6.526 0.295 4.52 7.723 7.154 0.569 7.37 
10 0.361 8.696 8.129 0.567 6.98 10.03 9.626 0.404 4.03 
11 0.732 15.85 15.22 0.63 4.14 18.351 17.95 0.401 2.19 
12 950 

 
0.161 4.53 4.125 0.405 9.82 5.594 4.735 0.859 15.36 

13 0.22 8.09 7.321 0.769 10.50 10.11 9.1 1.01 9.99 
14 0.335 9.334 8.811 0.523 5.94 11.16 10.27 0.89 7.97 
15 0.541 10.43 9.586 0.844 8.80 12.42 11.76 0.66 5.31 
16 1350 0.147 4.326 3.821 0.505 13.22 5.246 5.116 0.13 2.48 
17 0.228 6.633 6.35 0.283 4.46 8.534 7.321 1.213 14.21 
18 0.34 10.212 9.659 0.553 5.73 11.752 11.196 0.556 4.73 

 
3.2  Measuring the Surface Roughness Using the Vision Method     

Every image of the workpiece was measured 4 times at different positions. Table 5 
indicates the minimum and maximum surface roughness values achieved by the machine 
vision system. The difference ΔRa between the minimum and maximum Ra values ranged 
from 0.256 μm to 1.184 μm. The maximum variation for each workpiece as a percentage 
of the minimum Ra value was 12.7%. The difference ΔRq between a minimum and 
maximum Rq values ranged from 0.377 μm to 0.973 μm. The maximum variation for each 
workpiece as a percentage of the minimum Rq value was 10.76 %. 
3.3  Comparison of Roughness Values Achieved by Stylus and Vision Methods      

The results of measurements of average surface roughness (Ra) and root mean square 
surface roughness (Rq) using the suggested method of a vision system and comparison 
with the stylus method are shown in Table 6. The results show that the maximum Ra and 
Rq differences between the two methods were 3,744% and 3,727% respectively. The mean 
and the standard deviation between the two Ra measurements were 1.65% and 1.0% 
respectively. Also, the mean and the standard deviation of the difference for Rq were 
1.433% and 1.0%, respectively. Figures 4 and 5 show a plot of average roughness and root 
mean square roughness respectively found by the suggested vision method (Ra (v)) versus 
the average roughness found by the stylus measurement (Ra(s)). The data were fitted with 
a linear trend line, and the correlation value was determined in Microsoft Excel using 
linear regression. A correlation value would specify a perfectly linear relationship between 
the two data groups. The high correlation of 0.99 indicates that the visual method is 
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capable of giving dependable roughness values for the measurements obtained in this 
study. 

Table 5: Minimum and maximum roughness achieved by vision method  

No. V 
[rpm] 

f 
[mm/rev] 

Ra(max) 
[µm] 

Ra(min) 
[µm] 

Δ Ra 
[µm] 

Δ Ra 
[%] 

Rq(max) 
[µm] 

Rq(min) 
[µm] 

Δ Rq 
[µm] 

Δ Rq 
[%] 

1 140 0.206 6.326 6.0129 0.3131 5.21 8.368 7.756 0.612 7.31 
2 0.2886 7.869 7.613 0.256 3.36 9.146 8.659 0.487 5.32 
3 0.396 9.961 9.581 0.38 3.97 12.834 11.861 0.973 7.58 
4 0.77 12.956 12.698 0.258 2.03 15.542 14.731 0.811 5.22 
5 250 0.182 6.621 6.265 0.356 5.68 7.856 7.17 0.686 8.73 
6 0.364 10.09 9.781 0.309 3.16 12.672 11.981 0.691 5.45 
7 0.742 10.679 10.293 0.386 3.75 12.896 12.224 0.672 5.21 
8 650 0.179 6.816 6.483 0.333 5.14 7.963 7.214 0.749 9.41 
9 0.256 6.608 6.174 0.434 7.03 8.125 7.643 0.482 5.93 

10 0.361 8.924 8.361 0.563 6.73 10.22 9.654 0.566 5.54 
11 0.732 15.624 14.865 0.759 5.11 18.236 17.658 0.578 3.17 
12 950 0.161 4.621 4.209 0.412 9.79 5.49 5.113 0.377 6.87 
13 0.22 7.953 7.521 0.432 5.74 9.981 9.218 0.763 7.64 
14 0.335 9.496 8.432 1.064 12.62 10.861 10.159 0.702 6.46 
15 0.541 10.51 9.326 1.184 12.70 12.224 11.476 0.748 6.12 
16 1350 0.147 4.286 3.843 0.443 11.53 5.012 4.542 0.47 9.38 
17 0.228 6.716 6.283 0.433 6.89 7.962 7.105 0.857 10.76 
18 0.34 10.246 9.514 0.732 7.69 11.742 10.954 0.788 6.71 

Table 6: Comparison between roughness’s achieved by stylus and vision methods   

No. V 
[rpm] 

f 
[mm/rev] 

Ra(v) 
[µm] 

Ra(s) 
[µm] 

Δ Ra 
[µm] 

Δ Ra 
[%] 

Rq(v) 
[µm] 

Rq(s) 
[µm] 

Δ Rq 
[µm] 

Δ Rq 
[%] 

1 140 0.206 6.1277 6.282 0.1543 2.456 8.0184 7.8465 0.1719 2.191 
2 0.2886 7.7274 7.684 0.0434 0.565 8.954 8.817 0.137 1.554 
3 0.396 9.7024 9.67 0.0324 0.335 12.253 12.183 0.0698 0.573 
4 0.77 12.727 13.02 0.293 2.250 15.024 15.245 0.2209 1.449 
5 250 0.182 6.3845 6.31 0.0745 1.181 7.4028 7.3705 0.0323 0.438 
6 0.364 9.9862 9.7 0.2862 2.951 12.278 12.45 0.1713 1.376 
7 0.742 10.506 10.351 0.155 1.497 12.651 12.23 0.4214 3.446 
8 650 0.179 6.397 6.337 0.06 0.947 7.475 7.549 0.074 0.980 
9 0.256 6.6552 6.795 0.1398 2.057 7.957 7.875 0.082 1.041 

10 0.361 8.6246 8.45 0.1746 2.066 9.9618 9.882 0.0798 0.808 
11 0.732 15.157 15.343 0.186 1.212 18.08 18.12 0.04 0.221 
12 950 0.161 4.487 4.3375 0.1495 3.447 5.2212 5.177 0.0442 0.854 
13 0.22 7.7202 7.8 0.0798 1.023 9.5548 9.68 0.1252 1.293 
14 0.335 8.74 9.08 0.34 3.744 10.623 10.715 0.0921 0.860 
15 0.541 10.1 10.055 0.045 0.448 11.983 11.89 0.0928 0.780 
16 1350 0.147 3.9539 4.004 0.0501 1.251 4.8807 5.026 0.1453 2.891 
17 0.228 6.4611 6.4 0.0611 0.955 7.4762 7.7656 0.2894 3.727 
18 0.34 9.8284 9.964 0.1356 1.361 11.25 11.4 0.15 1.316 
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Fig. 4: Comparison between Ra values achieved by stylus and vision methods. 

 
Fig. 5: Comparison between Rq values achieved by stylus and vision methods. 

Also, the comparison plot of estimated average surface roughness values (Ra) and 
root mean square surface roughness values (Rq) using the stylus approach and vision 
approach are shown in Figs. 6 and 7. It's quite obvious that the estimated values of 
roughness by the two approaches are accurate with an R-squared of 0.997. 

 
Fig. 6: The analogy of stylus and vision values for average surface roughness (Ra). 
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Fig. 7: The analogy of stylus and vision values for root mean square surface 
roughness (Rq). 

4. CONCLUSION
A computer vision system and backlight method for assessing the surface roughness

of turned medium carbon steel AISI 1045 specimens under different machining conditions 
were proposed in this study. The computer vision system captured and stored the enlarged 
contour edge images of the specimens as they were being turned. SRVISION software was 
developed for calculating the surface roughness immediately from the specimen's contour 
image. The advantage of using a backlighting device is that it is not influenced by 
industrial environment lighting conditions. The precision of the vision method was 
compared with the stylus method for many experiments. Comparison graphs drawn 
between the vision and stylus methods demonstrated the percentage error obtained a 
maximum variation of 3.75 % and the coefficient of correlation (R2) values were close to 
one. Hence the vision method is reliable and appropriate for on-line, non-contact surface 
roughness measurement of machined components. 
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ABSTRACT:  In lateral material handling tasks, which is very common in industries, 
warehouse systems, and other sectors, the workers can lead to work-related 
musculoskeletal disorders (WMSDs) because of the task and work designs, especially in 
upper extremities. WMSDs in hand, wrist, and fingers cause workers to have health 
problems, in pain and uncomfortable, hence decrease their working productivity and 
efficiency. The workstations distances are one of the factors that might affect workers 
when they perform manual material handling laterally, which can lead to WMSDs in 
hands. Hence, there is a need to study the relationship between transfer distances with the 
hand grip and pinch strengths. An experiment was carried out with 30 male participants to 
identify the relationship of lateral transfer distances with the hand grip and pinch strengths. 
The results obtained from the experiment were further investigated and analysed by using 
repeated measure one-way MANOVA and graphs. The results had proved that in the 
distances of 1.0 m, 1.25 m and 1.5 m did not affect one’s hand grip and pinch strengths. 
But, the postures and movements were varied based on distances. 

ABSTRAK: Pengangkutan barang atau bahan secara lateral amat biasa dalam industri, 
gudang dan sektor-sektor lain, dan kerja ini akan menyebabkan pekerja menghadapi 
penyakit gangguan muskuloskeletal berkaitan kerja (WMSDs) terutamanya di bahagian 
tangan. WMSDs yang melibatkan tangan dan jari menyebabkan pekerja mempunyai 
masalah kesihatan secara kekal dan mengalami kesakitan serta tidak-keselesaan. Secara 
tidak langsung, masalah ini telah mengurangkan prestasi mereka ketika bekerja. Syarikat 
terpaksa memberi bayaran yang tinggi kepada pekerja untuk kos perubatan and mengalami 
kerugian besar kerana pekerja yang tidak datang bekerja disebabkan penyakit tersebut. 
Jarak antara dua stesen kerja adalah faktor yang menyebabkan penyakit ini dihadapi oleh 
pekerja. Oleh itu, kajian diperlukan untuk mengkaji hubungan antara jarak dan kekuatan 
genggaman tangan serta jari. Satu esperimen yang melibatkan 30 orang lelaki responden 
telah dijalankan untuk mengenal pasti hubungan antara jarak dan ganggaman tangan serta 
jari. Hasil daripada esperimen telah dikaji dan dianalisiskan dengan menggunakan 
MANOVA dan grafs. Hasil kajian telah membuktikan bahawa jarak dalam 1.0m, 1.25m 
dan 1.5m tidak membawa apa-apa kesan terhadap genggaman tangan dan jari. Cara dan 
pergerakan responden adalah berbeza dan disebabkan oleh jarak, walaubagaimanapun, 
cara dan pergerakan responden tidak membawa sebarang kesan terhadap kekuatan 
genggaman tangan dan jari mereka. 

KEYWORDS:  lateral lifting tasks; transfer distance; hand grip strength; pinch 
strength; postures; movements 
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1. INTRODUCTION 
Work-related musculoskeletal disorders (WMSDs) are a group of painful disorders of 

muscles, tendons, and nerves, for example, carpal tunnel syndrome, tendonitis, thoracic 
outlet syndrome, and tension neck syndrome (Canadian Centre of Occupational Health and 
Safety, 2018). WMSDs are also commonly called repetitive motion injury, repetitive stress 
injury and overuse injury, which had indicated that WMSDs are caused by a singular cause 
for damage to the musculoskeletal system, which is repetition and stress. Almost all work 
requires the use of the arms and hands. Therefore, most of the WMSDs affect the hands, 
wrists, elbows, neck, and shoulders. However, work using the legs can lead to WMSD of 
the legs, hips, ankles, and feet. Some back problems also result from repetitive activities [1]. 

Work tasks that are high in frequency and involve repetitive movements or activities 
with awkward postures that cause WMSDs bringing the effects on human muscles which 
may be painful during work or at rest. However, the traumatic injuries of the muscles, 
tendons, and nerves due to accidents are not considered to be WMSDs [2]. Manual material 
handling is a task that required in almost all working environments, for examples workers 
in construction, agriculture, hotels, factories, warehouses, building sites, farms, hospitals, 
offices and restaurants, where the tasks are most likely to be exposed to heavy loads for a 
long period and repetitive works which lead to cumulative disorders due to gradual and 
cumulative deterioration of the musculoskeletal system[3].  

Lateral lifting tasks are considered one of the manual material handling tasks, which 
had indicated highly repetitive lifting movements. In lateral manual lifting tasks, the 
repetition of discomfort body postures and the overexertion of the force of loads cause the 
contracted muscles to squeeze the blood vessels and limit the flow of blood down to the 
working hand muscles. The reduced blood supply causes muscle fatigue, making hands and 
fingers more prone to injury [4]. The challenge faced by ergonomists are repetitive lifting 
tasks cannot be avoided, hence the range of the postural deviations and moments in 
forwarding flexion can be reduced by raising lift origins and destinations positions [5]. 
However, the lateral transfer distances and the load weights are hard to control and 
determined.  

The workplace design plays a crucial role in the development of a WMSD. Certain 
workplace conditions, for example, the layout of the workstation, the speed of work 
especially in conveyor-driven jobs, and the weight of the objects being handled are 
important because these factors highly influence the risk factors and the conditions of the 
workers [2].  

A workstation is a place a worker occupies when performing a job. The workstation 
may be occupied all the time, or it may be one of several places where work is done. The 
distances between workstations are very important because it is the factor that might cause 
WMSDs in workers [6]. If the workstation is properly designed, the worker should be able 
to maintain a correct and comfortable body posture [7]. Therefore, the distances between 
the workstations needed to investigate and find out how distances can affect human hand 
activities and strengths. 

The bending of fingers and force exerts onto the hand by the load when carry in certain 
distances repetitively will also bring the effect of WMSDs of hands and fingers. A longer 
time is needed to recover when extra forces are exerted onto the muscles. There is 
insufficient time for recovery during repetitive work, hence increasing in forceful 
movements increases muscle fatigue speed [2]. Repetitive movements together with extra 
forces are dangerous and can lead to permanent WMSDs when involved in the same joints 
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and muscle groups over and over with the same motion for too long. The survey carried out 
by CPWR (2018) had been proved that the rate of overexertion injuries resulting in days 
away from work in 2015 in transportation sectors is the highest [8]. 

The costs of MSDs needed for employees for treatments are the highest among the 
others in 2013, in which the annual costs are 80 billion USD for only workers in United 
State [9]. Based on the 2016 Liberty Mutual Workplace Safety Index, workplace injuries 
and accidents that cause employees to miss six or more days of work cost U.S. employers 
nearly 62 billion USD in 2013. The injuries caused by overexertion involving outside 
sources are the highest with 24.4% of the total cost of the most disabling workplace injuries 
or 15.08 billion USD among others. This high cost paid by companies for overexertion 
injuries is considered too high and hence WMSDs that caused by overexertion should be 
decreased by preventions and improvements. 

WMSDs can be prevented and decrease if appropriate methods and preventions are 
done. Certain improvements and modifications on lateral manual handling tasks in 
industries can be done to decrease the effect on the hand grip and pinch strengths and 
improve efficiency. Therefore, studies and experiments can be carried out to identify the 
effect of transfer distances and load weights in lateral lifting task. 

2. METHODS
2.1  Participants 

A total of thirty healthy right-handed male participants (mean age was 21±3 years, 
mean body mass was 75±15 kg and mean height 175±10 cm) were recruited as subjects for 
the experiments. All the subjects were non-smokers and free of any history of upper-
extremities musculoskeletal disorders or any injuries that might affect the way they 
performed the tasks. All the subjects were given an informed consent form and participation 
form for the details of the experiments. All participants were volunteers. 
2.2  Equipment and Tools 
2.2.1 Jamar Hand Dynamometer and Pinch Meter Gauge 

Jamar hand dynamometer was used as presented in Fig. 1 to measure the hand grip 
strength of participants before and after the experiment in this study. Ven-Stevens et al.  [10] 
mentioned that grip strength is defined as the measurable ability to exert pressure onto an 
object or the force applied by the hand and fingers. During manual tasks, muscles are 
contracting much harder with excessive force, thus causes stress on the muscles, tendons, 
and joints. The amount of force exerted onto the objects depends on the type of grip, the 
weight of an object, body posture, the type of activity and the duration of the task [11]. 

Fig. 1: Jamar hand dynamometer. 

There are three types of forearm positions when hand grip strength is measured, which 
is pronation, neutral and supination. In this study, the forearm neutral position (Fig. 2) was 
chosen because this is the posture of the hands when carried out lateral lifting tasks. 
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Fig. 2: The position of participant’s hand grip strength forearm neutral position. 

Jamar pinch meter gauge was used as presented in Fig. 3 to measure the pinch strength 
of participants before and after the experiment. There are three types of pinch prehension 
which are lateral pinch (key pinch), three-point pinch (Palmer, three-jaw chuck pinch), and 
two-point pinch (tip to tip pinch) [12]. 

 
Fig. 3: Jamar pinch meter. 

The pinch strength was measured in the lateral pinch position (Fig. 4) in this study due 
to the finger posture of carried out lateral lifting tasks. Petersen et al. [13] previously had 
tested the “10% rule” which stated that the dominant hand possesses 10% greater grip 
strength than the non-dominant hand. However, the study had concluded that the 10% rule 
is only valid for right-handed persons and grip strengths are equivalent in both hands for 
left-handed persons. The concept is explained by the bilateral difference in the right-handed 
will be increased by the differential stress due to hand dominance and reduced in the left-
handed persons [13]. 
 

 

Fig. 4. The position of participant’s pinch strengths lateral pinch position was taken. 

2.2.2 Loads and Workstations 
A total of six units of A4 paper boxes with handle were prepared where each box was 

weighed 10kg. Two tables were placed as the workstations for the participants to carry out 
the lateral lifting tasks. The marking of the lateral distances on the floor for experiment 
purposes was using the clothes tape. Measuring tape and weighing scale were used to 
measure the height of the participants, distances between two workstations (tables) and 
weight of the participants. 
2.3  Participant Counterbalance 
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According to Zeelenberg and Pecher [14], sequential effects happen when performance 
in the current condition is affected by the conditions preceding it. Hence, the counterbalance 
condition of the trials is important in order to minimize the sequential effects of the trials 
and unwanted order effects from causing differences between conditions. There are three 
different lateral distances to be studied, hence there is three arrangement of the trials (3! = 
3 x 2 x 1 = 6) for both neutral forearm position of hand grip strength measurements and 
lateral pinch strength measurements. Figure 5 showed the tree diagram of counterbalancing 
of all 3 lateral distances. Counterbalancing is performed by creating Latin squares [14]. The 
measurement for the first participant would follow the first arrangement, the second 
participant would follow the second arrangement and so on. The arrangement process was 
repeated every 6 participants. 

Fig. 5: Tree diagram for 6 trials counterbalances arrangements in the experiment. 

2.4  Experimental Procedures 
2.4.1 Preparations for Experiments 

Six boxes of 10 kg were prepared with proper handles. Two tables with a height of 
82.66 cm were prepared and put side to side with specific distances in between (Fig. 6). The 
distances of 1.0 m, 1.25 m, 1.5 m were marked by using a cloth tape. The box was placed 
align with the bench horizontal edge. Before the participants arrived, it was necessary to 
ensure that the tools needed in the experiments are in good condition and precise scales. The 
Jamar Hand Dynamometer and Pinch Meter Gauge were checked and make sure that the 
equipment was working properly. Every time before running an experiment on a participant, 
the checking had been done once. The gauge needle needed to be in the box that contained 
the number zero but should not touch the stopper. Before the experiment begins, the 
participant’s hand grip and pinch strength were measured. The measurements were taken 
twice for each hand grip and pinch strength for both hands and the larger value was 
calculated and recorded. 
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Fig. 6: Six boxes were prepared, and two tables were placed 1.25 m apart. 

2.4.2 Preparations for Experiments 
The distances that the participants would be carried out first were following the 

counterbalance sequences that had been distributed to the participants. The participant was 
required to stand still in the middle of the two benches and facing the front (Fig. 7). The 
participant required to hold the handle of the box and transfer the box by using both hands 
from right to left in a single direction only. The boxes were picked up from the first table to 
the second, which the first table located on the right side was the origin position. The second 
table that acted as the destination position was continuously empty for participants to place 
the boxes (Fig. 8). After the three types of distances had been finished by the participants, 
the survey forms were distributed to the participants and the participants were required to 
answer the survey immediately. 

  
Fig. 7: A participant standing in the 

middle of two tables. 
 

Fig. 8: A participant transferring the 
boxes from right to left and the 
second table was continuously 

emptied. 
 
2.5  Measurements 
2.5.1 Hand Grip and Pinch Strengths Measurements 

The arrangement of the hand grip and pinch strength data to be measured would follow 
the counterbalance sequencing design of the experiment. After each set of lateral distance’s 
lifting task was carried out, the hand grip and pinch strength were measured again for twice 
each for both hands based on the same postures of hand and finger fixed during the 
measurements of hand grip and pinch strengths before the experiment started. The larger 
value between two readings taken for the hand grip and pinch strength measurement each 
was chosen for the analysis phase. The participants were given to rest one minute after each 
reading. The hand grip and pinch strength were read in kilograms and recorded in the 
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participant form for further analysis. The postures and movements of participants were also 
been observed and recorded. 
2.5.2 Qualitative Data Collections 

During the survey session, the participants were given questionnaires and required to 
answer some questions that can provide useful information and confirmation on the 
quantitative data that had collected. The survey was carried out in Likert scale format and 
the questionnaires were collected and transferred into Microsoft Word and Excel for further 
analyzation. The postures and movements of the participants were observed and recorded 
in the participation form. The postures and movements of participants were focussed on the 
way the participants transfer load, especially the legs. 
2.6  Statistical Analysis 

The statistical analysis involved both hand grip and pinch strength measurements 
(quantitative data) and qualitative data. The comparison of forces of hand grip and pinch 
strength before and after the experiments had done by constructing the statistical analysis 
on the data gathered and collected during the experiment sessions. The multivariate analysis 
of variance (MANOVA) method was used to investigate the inter-relationship between one 
factor with the hand grip strength data and pinch strength data. The repeated measure one-
way MANOVA test had been chosen to analyze how the transfer distance can affect the 
hand grip and pinch strengths. The repeated measure was chosen because the same group 
of participants was tested all along with the experiment. The MANOVA test was conducted 
by using SPSS (IBM SPSS Statistics v26.0.0).  

There were some assumptions in order to perform the one-way MAVOVA test, which 
was the data must be a normal distribution. A normality test is used to test and ensure that 
the data were normally distributed. MANOVA test was also used to examine that there was 
a reduction in the hand grip and pinch strength data before and after the experiments. The 
percentages of reduction of forces were calculated and tested to identify the differences 
between the percentages for the distances.  

The information gathered from the survey forms (qualitative data) were interpreted by 
using Microsoft Excel. The results were analyzed and generated into bar charts, pie charts, 
and line graphs that represented the participants’ percentages of perceptions on the hand 
grip and pinch strengths after the experiment. The results obtained from the qualitative data 
analysis were being compared with the results obtained from the quantitative statistical 
analysis to find out the relationships. Besides, the observations data were also transferred 
into Microsoft Excel for analysis purposes and generated using bar charts and line charts. 
The results were compared to identify the relationship between the distances and the 
postures with hand grip and pinch strengths. 

3. RESULTS
3.1  Shapiro-Wilk Test 

The statistical analysis of MANOVA has certain assumptions to be fulfilled before 
running the analysis, which included normality testing to ensure that the raw data collected 
is in normal distribution. The raw data were transferred into an Excel file format in terms of 
ages, races, body weights, body heights, hand grip readings and pinch strength readings as 
shown in Table 1, Table 2 and Table 3. 
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Table 1: Participants data collection for hand grip strength of both hands before and after experiments 

No. 
Age Weight Height  Hand Grip 

[y, m]  [kg] [m] Initial 
R 

Initial 
L 

1.0m 
R 

% 1.0m 
R 

1.0m 
L 

% 1.0m 
L 

1.25m 
R 

% 1.25m 
R 

1.25m 
L 

% 1.25m 
L 

1.5m 
R 

% 1.5m 
R 

1.5m 
L 

% 1.5m 
L 

1 21, 10 54 1.69 38.00 32.50 37.00 2.63 29.00 10.77 36.00 5.26 32.00 1.54 35.00 7.89 30.00 7.69 
2 22, 0 65 1.70 45.50 40.00 42.00 7.69 36.50 8.75 39.50 13.19 35.50 11.25 30.00 34.07 35.00 12.50 
3 21, 6 63 1.76 39.00 30.00 32.00 17.95 31.00 -3.33 31.00 20.51 30.00 0.00 36.00 7.69 30.00 0.00 
4 22, 11 72 1.80 38.50 39.00 35.50 7.79 32.50 16.67 31.00 19.48 39.00 0.00 37.00 3.90 39.00 0.00 
5 21, 10 57 1.74 35.50 31.50 34.50 2.82 30.00 4.76 33.00 7.04 30.00 4.76 33.00 7.04 30.00 4.76 
6 21, 1 65 1.65 44.50 35.00 44.00 1.12 36.00 -2.86 39.50 11.24 35.00 0.00 39.00 12.36 33.50 4.29 
7 21, 10 71 1.76 33.00 35.00 27.00 18.18 35.50 -1.43 32.00 3.03 36.00 -2.86 28.00 15.15 30.00 14.29 
8 21, 3 55 1.65 39.50 30.00 34.00 13.92 26.00 13.33 35.00 11.39 30.00 0.00 37.00 6.33 30.00 0.00 
9 23, 11 75 1.74 33.50 29.00 32.00 4.48 27.50 5.17 30.50 8.96 26.00 10.34 31.50 5.97 27.00 6.90 
10 23, 3 70 1.80 40.00 39.50 36.00 10.00 36.00 8.86 40.00 0.00 36.50 7.59 36.50 8.75 37.00 6.33 
11 23, 7 60 1.68 34.50 37.00 29.50 14.49 32.00 13.51 33.00 4.35 33.00 10.81 33.50 2.90 34.00 8.11 
12 23, 5 63 1.75 32.00 26.50 29.00 9.38 26.50 0.00 31.00 3.13 26.00 1.89 28.00 12.50 24.00 9.43 
13 24, 0 70 1.72 34.00 35.00 32.00 5.88 34.00 2.86 32.00 5.88 33.50 4.29 31.00 8.82 29.00 17.14 
14 23, 1 68 1.75 45.50 41.50 45.00 1.10 39.00 6.02 43.00 5.49 40.00 3.61 41.50 8.79 40.00 3.61 
15 23, 8 65 1.62 40.00 34.50 36.00 10.00 30.00 13.04 35.50 11.25 32.00 7.25 37.50 6.25 30.00 13.04 
16 22, 5 99 1.70 37.50 35.00 33.00 12.00 28.50 18.57 34.50 8.00 32.00 8.57 35.00 6.67 33.00 5.71 
17 22, 11 66 1.65 32.50 30.50 27.00 16.92 24.00 21.31 31.50 3.08 30.00 1.64 29.50 9.23 29.50 3.28 
18 23, 11 84 1.80 36.00 36.50 36.00 0.00 34.00 6.85 34.00 5.56 34.50 5.48 36.00 0.00 33.00 9.59 
19 22, 4 45 1.65 34.00 27.00 32.00 5.88 26.50 1.85 31.00 8.82 25.00 7.41 30.50 10.29 24.00 11.11 
20 23, 4 80 1.84 39.00 45.00 37.00 5.13 42.00 6.67 38.00 2.56 37.00 17.78 31.00 20.51 32.00 28.89 
21 22, 6 80.5 1.65 52.50 44.00 45.50 13.33 40.50 7.95 50.00 4.76 44.50 -1.14 44.00 16.19 39.00 11.36 
22 23, 11 78.1 1.74 44.00 47.00 44.00 0.00 39.00 17.02 44.00 0.00 45.00 4.26 43.00 2.27 44.00 6.38 
23 23, 3 102 1.65 42.00 44.00 41.00 2.38 37.00 15.91 40.00 4.76 35.50 19.32 41.50 1.19 44.00 0.00 
24 23,11 67.5 1.72 36.00 33.00 33.00 8.33 33.00 0.00 35.50 1.39 33.00 0.00 34.00 5.56 36.00 -9.09 
25 22, 5 84 1.72 26.00 24.00 21.00 19.23 23.00 4.17 22.00 15.38 20.00 16.67 20.00 23.08 18.00 25.00 
26 22, 8 86.23 1.63 41.50 32.50 36.00 13.25 31.50 3.08 35.00 15.66 29.00 10.77 39.00 6.02 29.50 9.23 
27 23, 9 64 1.70 37.00 34.00 34.50 6.76 32.00 5.88 35.00 5.41 34.00 0.00 36.00 2.70 28.00 17.65 
28 23, 7 69 1.68 39.50 36.00 38.00 3.80 33.00 8.33 37.00 6.33 35.00 2.78 33.00 16.46 32.00 11.11 
29 24, 1 65 1.73 39.50 33.00 30.00 24.05 29.00 12.12 30.50 22.78 26.50 19.70 38.50 2.53 31.00 6.06 
30 23, 5 65 1.70 46.50 43.50 45.00 3.23 39.50 9.20 43.50 6.45 41.00 5.75 46.00 1.08 42.50 2.30 

                          

268



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Tan et al. 
https://doi.org/10.31436/iiumej.v22i2.1547

Table 2: Participants data collection for pinch strength of both hands before and after experiments 

No. 
Age Weight Height Pinch 

[y, m]  [kg] [m] Initial
R

Initial 
L 

1.0m 
R 

% 1.0m 
R 

1.0m 
L 

% 1.0m 
L 

1.25m 
R 

% 1.25m 
R 

1.25m 
L 

% 1.25m 
L 

1.5m 
R 

% 1.5m 
R 

1.5m 
L 

% 1.5m 
L 

1 21, 10 54 1.69 9.25 6.75 8.50 8.11 6.75 0.00 8.75 5.41 6.00 11.11 9.25 0.00 6.50 3.70 
2 22, 0 65 1.70 9.50 9.25 9.25 2.63 8.60 7.03 9.00 5.26 8.00 13.51 9.25 2.63 7.75 16.22 
3 21, 6 63 1.76 8.00 7.00 6.25 21.88 6.00 14.29 7.00 12.50 6.50 7.14 7.25 9.38 6.25 10.71 
4 22, 11 72 1.80 9.00 8.75 8.75 2.78 8.50 2.86 8.50 5.56 7.75 11.43 7.00 22.22 8.50 2.86 
5 21, 10 57 1.74 9.00 7.25 8.75 2.78 6.75 6.90 8.50 5.56 7.00 3.45 8.75 2.78 6.50 10.34 
6 21, 1 65 1.65 10.00 6.85 9.00 10.00 6.75 1.46 9.50 5.00 6.75 1.46 10.50 -5.00 6.00 12.41 
7 21, 10 71 1.76 8.50 6.75 8.25 2.94 6.25 7.41 7.25 14.71 6.50 3.70 7.50 11.76 6.75 0.00 
8 21, 3 55 1.65 9.50 8.25 9.00 5.26 7.25 12.12 9.25 2.63 7.75 6.06 8.75 7.89 8.00 3.03 
9 23, 11 75 1.74 9.00 8.85 7.50 16.67 7.25 18.08 9.00 0.00 7.50 15.25 7.25 19.44 7.50 15.25 
10 23,3 70 1.80 7.75 7.25 6.00 22.58 6.75 6.90 7.50 3.23 7.00 3.45 7.00 9.68 6.25 13.79 
11 23, 7 60 1.68 7.50 6.25 7.25 3.33 5.75 8.00 6.25 16.67 5.50 12.00 6.75 10.00 5.00 20.00 
12 23, 5 63 1.75 8.00 7.50 8.00 0.00 7.25 3.33 7.75 3.13 7.25 3.33 7.25 9.38 7.00 6.67 
13 24, 0 70 1.72 8.50 6.75 7.50 11.76 6.50 3.70 7.75 8.82 6.75 0.00 8.25 2.94 6.25 7.41 
14 23, 1 68 1.75 6.75 6.75 6.25 7.41 6.00 11.11 6.50 3.70 6.50 3.70 6.50 3.70 6.50 3.70 
15 23, 8 65 1.62 9.50 8.50 9.50 0.00 7.50 11.76 9.50 0.00 8.00 5.88 9.50 0.00 7.75 8.82 
16 22, 5 99 1.70 9.50 8.50 9.00 5.26 8.00 5.88 8.75 7.89 8.25 2.94 9.00 5.26 8.00 5.88 
17 22, 11 66 1.65 9.50 8.00 7.25 23.68 6.00 25.00 7.50 21.05 6.25 21.88 8.00 15.79 8.25 -3.13
18 23, 11 84 1.80 9.50 8.50 8.75 7.89 7.00 17.65 9.25 2.63 7.75 8.82 9.25 2.63 7.50 11.76
19 22, 4 45 1.65 6.00 4.75 6.00 0.00 4.25 10.53 5.75 4.17 4.15 12.63 5.25 12.50 4.50 5.26
20 23, 4 80 1.84 6.50 7.25 6.00 7.69 6.50 10.34 5.00 23.08 5.25 27.59 5.00 23.08 5.50 24.14
21 22, 6 80.5 1.65 9.25 7.25 8.25 10.81 6.75 6.90 8.25 10.81 6.75 6.90 8.00 13.51 6.50 10.34
22 23, 11 78.1 1.74 9.50 8.00 8.50 10.53 8.25 -3.13 9.25 2.63 6.00 25.00 8.50 10.53 7.00 12.50
23 23, 3 102 1.65 11.75 10.75 11.00 6.38 9.00 16.28 10.25 12.77 9.75 9.30 11.50 2.13 10.00 6.98
24 23,11 67.5 1.72 7.00 7.50 6.00 14.29 6.75 10.00 6.25 10.71 6.50 13.33 5.25 25.00 7.00 6.67
25 22, 5 84 1.72 4.75 4.75 4.00 15.79 4.00 15.79 4.25 10.53 3.75 21.05 3.75 21.05 4.00 15.79
26 22, 8 86.23 1.63 9.00 8.50 9.00 0.00 8.50 0.00 9.00 0.00 8.00 5.88 8.00 11.11 8.50 0.00
27 23, 9 64 1.70 7.50 6.75 7.25 3.33 6.50 3.70 7.50 0.00 6.50 3.70 7.25 3.33 6.25 7.41
28 23, 7 69 1.68 8.00 7.25 7.50 6.25 7.00 3.45 7.50 6.25 6.75 6.90 7.50 6.25 7.00 3.45
29 24, 1 65 1.73 9.25 7.50 9.00 2.70 7.00 6.67 9.00 2.70 6.50 13.33 9.25 0.00 7.00 6.67
30 23, 5 65 1.70 8.50 8.75 7.75 8.82 8.75 0.00 8.50 0.00 8.00 8.57 8.25 2.94 8.25 5.71
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There are two tests used in SPSS software to test the normality, which is Shapiro-Wilk and 
Kolmogorov-Smirnov. Since the sample size of this experiment is only 30, hence the test that 
chosen to test for normality in SPSS is the Shapiro-Wilk test, where the Shapiro-Wilk test is 
restricted for the sample size that less than 50 [15]. The normality test was run for two separate 
sections where the first section would be the hand grip data (Table 4) and the second section 
would be the pinch strength data (Table 5). In normality testing, the hypothesis was fixed as 
below: 
H0: The data are normally distributed. 
H1: The data are not normally distributed. 

This hypothesis was set for both hand grip and pinch strength measurements normality 
tests. The p-value, which is the significance value generated by SPSS is used to determine 
whether the data is normally distributed. Since the confidence level of 95% is chosen, the p-
value needed to be more than 0.05 to indicate that the data is normally distributed. If the p-
value is less than 0.05, the data is not normally distributed. The Shapiro-Wilk test result was 
run at confidence level of 95%. 

Table 3: Participants data collection for stepping during experiments 
No. Age [y, m] Race Weight 

[kg] 
Height [m] Stepping 

1.0m 1.25m 1.5m 

1 21, 10 C 54 1.69 1 2 2 
2 22, 0 C 65 1.7 1 2 2 
3 21, 6 C 63 1.76 2 2 2 
4 22, 11 C 72 1.8 0 2 2 
5 21, 10 C 57 1.74 1 1 2 
6 21, 1 C 65 1.65 2 2 2 
7 21, 10 C 71 1.76 1 1 2 
8 21, 3 C 55 1.65 1 1 2 
9 23, 11 C 75 1.74 1 1 1 
10 23,3 C 70 1.8 0 0 0 
11 23, 7 C 60 1.68 1 2 2 
12 23, 5 M 63 1.75 1 1 1 
13 24, 0 C 70 1.72 1 1 1 
14 23, 1 M 68 1.75 2 2 2 
15 23, 8 M 65 1.62 1 2 2 
16 22, 5 M 99 1.7 1 1 2 
17 22, 11 M 66 1.65 1 1 1 
18 23, 11 I 84 1.8 0 2 2 
19 22, 4 M 45 1.65 1 1 2 
20 23, 4 M 80 1.84 2 2 2 
21 22, 6 M 80.5 1.65 1 2 2 
22 23, 11 C 78.1 1.74 1 1 2 
23 23, 3 M 102 1.65 1 1 2 
24 23,11 C 67.5 1.72 1 1 2 
25 22, 5 M 84 1.72 1 1 1 
26 22, 8 M 86.23 1.63 1 1 1 
27 23, 9 C 64 1.7 2 2 2 
28 23, 7 C 69 1.68 1 1 1 
29 24, 1 C 65 1.73 1 1 1 
30 23, 5 C 65 1.7 2 2 2 
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Table 4: Normality test results for hand grip strength measurements before 
and after the experiments for both hands of 30 participants. 

Kolmogorve-Smirnova Shapiro-Wilk 
Statistic df Sig. Statistic df Sig. 

Initial R 0.126 30 0.200* 0.977 30 0.742 
1.0m R 0.120 30 0.200* 0.960 30 0.313 
1.25m R 0.148 30 0.094 0.946 30 0.133 
1.5m R 0.069 30 0.200* 0.979 30 0.795 
Initial L 0.125 30 0.200* 0.975 30 0.687 
1.0m L 0.072 30 0.200* 0.983 30 0.898 

1.25m L 0.083 30 0.200* 0.982 30 0.879 
1.5m L 0.128 30 0.200* 0.959 30 0.289 

Table 5: Normality test results for pinch strength measurements before 
and after the experiments for both hands of 30 participants. 

Kolmogorve-Smirnova Shapiro-Wilk 
Statistic df Sig. Statistic df Sig. 

Initial R 0.172 30 0.023 0.933 30 0.058 
1.0m R 0.114 30 0.200* 0.948 30 0.154 
1.25m R 0.154 30 0.067 0.937 30 0.075 
1.5m R 0.111 30 0.200* 0.972 30 0.608 
Initial L 0.156 30 0.059 0.947 30 0.143 
1.0m L 0.125 30 0.200* 0.94 30 0.092 

1.25m L 0.155 30 0.064 0.936 30 0.071 
1.5m L 0.129 30 0.200* 0.974 30 0.656 

Based on the Shapiro-Wilk test in Table 4, the results of the hand grip strength 
measurements were summarized in a table where all the hand grip strength data were having 
the p-value or significance value of more than 0.05 (p > 0.05). This indicated that the H0 is 
accepted and the data were all normally distributed. The normal Q-Q plot graphs for each 
hand grip strengths data were generated and shown in Fig. 9 and Fig. 10. 

Fig. 9: Normal Q-Q plot graphs for right hand grip strengths data. 
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The results of pinch strength measurements were summarized in a table (Table 5) where 
all the pinch strength data were having the p-value or significance value of more than 0.05 (p 
> 0.05). This indicated that the H1 is rejected and the data are all normally distributed. The 
normal Q-Q plot graphs for each pinch strengths data were generated and shown in Fig. 11 
and Fig. 12. 

  

  
Fig. 10: Normal Q-Q plot graphs for left hand grip strengths data. 

  

  
Fig. 11: Normal Q-Q plot graphs for right hand pinch strengths data. 
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Fig. 12: Normal Q-Q plot graphs for left hand pinch strengths data. 

3.2  Wilks’ Lambda Test 
Before comparing in terms of lateral distances, the reduction of forces between the initial 

hand grip strengths and pinch strengths with the hand grip and pinch strengths after the 
experiments had to be identified. The Wilks’ Lambda test is a test statistic used in MANOVA 
to test whether there are differences between the means of identified groups of subjects on a 
combination of dependent variables [16]. Hence, Wilks’ Lambda score generated in SPSS 
had been chosen to identify whether there are any differences between the initial readings and 
the results readings after the experiments. Both hand grip and pinch strengths data had been 
investigated separately for two sections which are the right hands (Table 6) and the left hands 
(Table 7). In this reduction of forces MANOVA test, the hypothesis was fixed as below: 
H0: There are no significance differences in the hand grip and pinch strengths data between 

the initial measurements and after-task measurements. 
H1: There are significance differences in the hand grip and pinch strengths data between the 

initial measurements and after-task measurements. 
This hypothesis was set for both right-hand and left-hand hand grip and pinch strength 
measurements reduction of forces MANOVA tests. 

The result displayed by Wilks’ Lambda test had shown that the significance value which 
was the p-value of the data was 0 for both right hand and left hand, which was smaller than 
0.05 (p < 0), indicated that there were statistically significance differences in the hand grip 
and pinch strength data between the initial measurements and after the lifting task experiment 
measurements for both hands, therefore reject H0.  
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Table 6: Identification of differences between the initial readings and the results readings 
in right-hand grip and pinch strengths 

                                       Multivariatea,b 
Within Subjects Effect Value F Hypothesis df Error df Sig. 

Distance Pillai's Trace 0.571 11.583 6.000 174.000 0.000 

 Wilks' Lambda 0.430 15.036c 6.000 172.000 0.000 
  Hotelling's Trace 1.322 18.722 6.000 170.000 0.000 
  Roy's Largest Root 1.320 38.267d 3.000 87.000 0.000 

           
Table 7: Identification of differences between the initial readings and the results readings in 

left hand grip and pinch strengths 
Multivariatea,b 

Within Subjects Effect Value F Hypothesis df Error df Sig. 

Distance Pillai's Trace 0.522 10.246 6.000 174.000 0.000 

 Wilks' Lambda 0.489 12.308c 6.000 172.000 0.000 
  Hotelling's Trace 1.019 14.440 6.000 170.000 0.000 
  Roy's Largest Root 0.995 28.868d 3.000 87.000 0.000 

         
3.3  Percentage Reductions 

The calculation of reductions of forces between the initial hand grip and pinch strength 
readings with the respective distances hand grip and pinch strength readings of 1.0 m, 1.25 
m, and 1.5 m was generated in an Excel file spreadsheet in terms of percentages as shown in 
Table 8. The calculation of percentage reductions of forces was using the formula as Eq. (1) 
below. 

𝑅𝐿 − 𝑅𝐼

𝑅𝐼
× 100% = % 𝑜𝑓 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛                                                                                  (1) 

Where: 
RL = Larger readings calculated from data measurements, 
RI  = Initial readings of the data. 

3.4  Removal of Outliers 
Besides normality testing, the other assumption needed to be ensured is the exception of 

outliers for the data before the MANOVA test starts running. The outliers in the data set were 
categorized as the negative values of the percentage of forces reductions. The data were 
analyzed manually by excepting all the cases and data set that involved the negative value of 
the percentage of forces reduction in both hand grip and pinch strengths for both hands by 
using the filter command in SPSS. There was a total of 7 cases that showed the filter number 
of “0” which had negatives values in the percentage of reduction in hand grip and pinch 
strength measurements. These cases with filter number “0” as shown in Table 8, were 
considered outliers and did not include in the next stages of the analysis. 
  

274



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Tan et al. 
https://doi.org/10.31436/iiumej.v22i2.1547

Table 8: Percentages of reduction of forces of hand grip and pinch strength tabulation 
Right Hand Grip (%) Right Pinch (%) Left Hand Grip (%) Left Pinch (%) Filter 
1.0m 1.25m 1.5m 1.0m 1.25m 1.5m 1.0m 1.25m 1.5m 1.0m 1.25m 1.5m 
2.63 5.26 7.89 8.11 5.41 0.00 10.77 1.54 7.69 0.00 11.11 3.70 1 
7.69 13.19 34.07 2.63 5.26 2.63 8.75 11.25 12.50 7.03 13.51 16.22 1 

17.95 20.51 7.69 21.88 12.50 9.38 -3.33 0.00 0.00 14.29 7.14 10.71 0 
7.79 19.48 3.90 2.78 5.56 22.22 16.67 0.00 0.00 2.86 11.43 2.86 1 
2.82 7.04 7.04 2.78 5.56 2.78 4.76 4.76 4.76 6.90 3.45 10.34 1 
1.12 11.24 12.36 10.00 5.00 -5.00 -2.86 0.00 4.29 1.46 1.46 12.41 0 

18.18 3.03 15.15 2.94 14.71 11.76 -1.43 -2.86 14.29 7.41 3.70 0.00 0 
13.92 11.39 6.33 5.26 2.63 7.89 13.33 0.00 0.00 12.12 6.06 3.03 1 
4.48 8.96 5.97 16.67 0.00 19.44 5.17 10.34 6.90 18.08 15.25 15.25 1 

10.00 0.00 8.75 22.58 3.23 9.68 8.86 7.59 6.33 6.90 3.45 13.79 1 
14.49 4.35 2.90 3.33 16.67 10.00 13.51 10.81 8.11 8.00 12.00 20.00 1 
9.38 3.13 12.50 0.00 3.13 9.38 0.00 1.89 9.43 3.33 3.33 6.67 1 
5.88 5.88 8.82 11.76 8.82 2.94 2.86 4.29 17.14 3.70 0.00 7.41 1 
1.10 5.49 8.79 7.41 3.70 3.70 6.02 3.61 3.61 11.11 3.70 3.70 1 

10.00 11.25 6.25 0.00 0.00 0.00 13.04 7.25 13.04 11.76 5.88 8.82 1 
12.00 8.00 6.67 5.26 7.89 5.26 18.57 8.57 5.71 5.88 2.94 5.88 1 
16.92 3.08 9.23 23.68 21.05 15.79 21.31 1.64 3.28 25.00 21.88 -3.13 0 
0.00 5.56 0.00 7.89 2.63 2.63 6.85 5.48 9.59 17.65 8.82 11.76 1 
5.88 8.82 10.29 0.00 4.17 12.50 1.85 7.41 11.11 10.53 12.63 5.26 1 
5.13 2.56 20.51 7.69 23.08 23.08 6.67 17.78 28.89 10.34 27.59 24.14 1 

13.33 4.76 16.19 10.81 10.81 13.51 7.95 -1.14 11.36 6.90 6.90 10.34 0 
0.00 0.00 2.27 10.53 2.63 10.53 17.02 4.26 6.38 -3.13 25.00 12.50 0 
2.38 4.76 1.19 6.38 12.77 2.13 15.91 19.32 0.00 16.28 9.30 6.98 1 
8.33 1.39 5.56 14.29 10.71 25.00 0.00 0.00 -9.09 10.00 13.33 6.67 0 

19.23 15.38 23.08 15.79 10.53 21.05 4.17 16.67 25.00 15.79 21.05 15.79 1 
13.25 15.66 6.02 0.00 0.00 11.11 3.08 10.77 9.23 0.00 5.88 0.00 1 
6.76 5.41 2.70 3.33 0.00 3.33 5.88 0.00 17.65 3.70 3.70 7.41 1 
3.80 6.33 16.46 6.25 6.25 6.25 8.33 2.78 11.11 3.45 6.90 3.45 1 

24.05 22.78 2.53 2.70 2.70 0.00 12.12 19.70 6.06 6.67 13.33 6.67 1 
3.23 6.45 1.08 8.82 0.00 2.94 9.20 5.75 2.30 0.00 8.57 5.71 1 

3.5  One-way Repeated Measure Multivariate Analysis of Variance (MANOVA) 
This stage of analysis used repeated measure one-way MANOVA for analysis of data in 

order to achieve the third objective of this project which is to investigate and compare the 
differences between the hand grip and pinch strength after carrying out lateral lifting tasks in 
terms of lateral transfer distances. The analysis was carried out using SPSS with the factor of 
3 which is % reduction in 1.0 m; % reduction in 1.25 m; and % reduction in 1.5 m to 
investigate the relationships between these data. The MANOVA analysis was carried out 
separately for two sections which the first set was the right-hand grip and pinch strengths data 
and the second set was the left-hand grip and pinch strengths data with the confidence level 
of 95%. In this MANOVA test, the hypothesis was fixed as below: 
H0: There are no significance differences in the percent reduction of hand grip and pinch 

strengths between lateral distances of 1.0 m, 1.25 m, and 1.5 m. 
H1: There are significance differences in the percent reduction of hand grip and pinch 

strengths between the lateral distances of 1.0 m, 1.25 m, and 1.5 m. 
This hypothesis was set for both right-hand and left-hand hand grip and pinch strength 
measurements MANOVA tests. 
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Table 9: Percentage reduction of right-hand grip and pinch strength measurements in 
three different distances 

Within Subjects Effect Value F Hypothesis df Error df Sig. 

Distance Pillai's Trace 0.053 0.764 4.000 112.000 0.551 

 Wilks' Lambda 0.947 0.759c 4.000 110.000 0.554 
  Hotelling's Trace 0.056 0.753 4.000 108.000 0.558 
  Roy's Largest Root 0.053 1.482d 2.000 56.000 0.236 

           
Table 10: Percentage reduction of left-hand grip and pinch strength measurements in three 

different distances 

Within Subjects Effect Value F Hypothesis df Error df Sig. 

Distance Pillai's Trace 0.045 0.505 4.000 88.000 0.732 

 Wilks' Lambda 0.956 0.495c 4.000 86.000 0.740 
  Hotelling's Trace 0.046 0.484 4.000 84.000 0.747 
  Roy's Largest Root 0.032 0.712d 2.000 44.000 0.496 

           
The Wilks’ Lambda test results analyzed and generated by SPSS had shown that the 

significance value or the p-value is 0.554, which was more than 0.05 (p > 0.05), means that 
there were no significance differences in reduction percentages for both right-hand grip and 
pinch strengths (Table 9) between the three distances of 1.0 m, 1.25 m, and 1.5 m, hence 
accept H0. 

The Wilks’ Lambda test results analyzed and generated by SPSS had shown that the 
significance value or the p-value was 0.74, which was more than 0.05 (p > 0.05), concluded 
that there were no significance differences in the percentages of reductions in both left-hand 
grip and pinch strengths (Table 10) between the three distances of 1.0 m, 1.25 m, and 1.5 m, 
hence accept H0. 

4. DISCUSSION 
4.1  Reduction of Forces 

Line charts had been plotted from the data collected from the experiment by calculated 
the mean value of each category of right-hand and left-hand grip readings to identify the 
pattern for further confirmation. From the line chart (Fig. 13), the right-hand data for both 
hand grip and pinch strengths were having an obvious decrease trend from the initial readings 
compared to the others. This can be concluded that there is a reduction of forces between the 
initial and after the experiment’s right-hand grip and pinch strengths readings. From the line 
chart (Fig. 14), the left-hand data for both hand grip and pinch strengths were having an 
obvious decrease trend from the initial readings compared to the others. This can be concluded 
that there is a reduction of forces between initial and after experiments’ left-hand grip and 
pinch strengths readings. 
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Fig. 13: Line chart for right-hand grip and pinch strengths based on the mean value for 
each category. 

Fig. 14: Line chart for left-hand grip and pinch strengths based on the mean value for 
each category. 

4.2  Transfer Distances 
The overall results generated by using the one-way repeated measure MANOVA test and 

graphical charts had indicated that there was a high significance reduction of forces between 
the initial and the after experiments data for both hand in hand grip and pinch strengths. 
However, when the relationship between the three types of distances with two dependent 
variables of hand grip and pinch strengths were tested, the results showed that there were no 
significance differences in the relationship. This statistical result indicated that distances (1.0 
m, 1.25 m, and 1.5 m) will not affect the hand grip and pinch strengths during the lateral 
lifting tasks. 

The surveys carried out in each participant had shown the perceptions of participants on 
the distance that caused pain in hands (Fig. 15) and fingers (Fig. 16) during lateral lifting tasks 
during the experiment. The result showed in Figure 11 indicated that there were 56.7% of 
people disagreed that at 1.0m distance would cause pain in hand, while 43.3% of people 
agreed that 1.5 m distance would cause pain in hand. The high percentage for disagreed and 
neutral score at 1.25m of 43.3% respectively showed that the majority of the people did not 
felt pain when transferring load at 1.25 m. The percentage of disagreed and neutral at a 
distance of 1.5 m was in a total of 56.6%, which is higher than the percentage of agreed, which 
is 43.3%, indicated that more than half of the participants did not felt pain in hand at 1.5 m 
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distance. The result had clearly concluded that the majority of participants did not feel any 
pain in either of these three distances during the lateral lifting tasks experiment. 

The result in Fig. 16 had shown that the highest percentage for all type of distances were 
from the disagreed score, which was 63.3% at 1.0 m, 50% at 1.25 m and 43.3% at 1.5 m. The 
neutral score for three distances had a consistent pattern which laid around 20% to 30%. The 
agreed score had an inclined trend pattern followed the sequence of 1.0 m, 1.25 m, and 1.5 m 
which had indicated that there were less than 40% of participants agreed that they felt pain in 
fingers during lifting tasks in these distances. The result had clearly shown that majority of 
the participants did not felt pain in fingers in either these three distances during lateral lifting 
tasks experiments. 

 

Fig. 15: Perceptions of participants on the distance that cause pain in hands during lateral 
lifting tasks. 

 

Fig. 16: Perceptions of participants on the distance that cause pain in fingers during lateral 
lifting tasks. 

4.3  Transfer Postures 
During the experiment, the transfer process of every participant was observed to identify 

the way and the postures of participants carried out lateral lifting tasks. Based on Vengata et 
al. [17] stated that the hand grip strengths and its evaluations are affected by several factors 
such as age, gender, posture, fatigue, wrist, and forearm position. For example, the difference 
in grip strength in different posture caused by the change in length of the muscle. Lee and 
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Sechachalam also indicated that the wrist position can affect one’s hand grip strength due to 
flexion [18]. 

Fig. 17: The posture of participants during lateral lifting tasks. 

The posture of the participants during experiments transferring load in 1.0 m, 1.25 m, and 
1.5 m was observed and tabulated in an Excel file to generate a graph in Fig. 17. The result 
showed that the majority of the participants were stepping and slight walking during the 
transferring process. For every distance, the percentages of participants that were remained 
static when transferring the load were not more than 13%. For the distance of 1.0m, 91.3% of 
participants were stepping and 21.7% of participants were slight walking during the transfer 
process. For distance 1.25 m, about half of the participants were stepping while 43.5% of 
participants were slight walking during the transfer process. For 1.5 m, the percentage of 
participants that stepping was continuously decreased to 30.4%, while the percentage of 
participants that slight walking was increased to 65.2%. 

The posture of stepping and slight walking would lower the participants tiring and fatigue 
level during lateral lifting tasks, since participants were majority stepping and walking during 
the lifting tasks, hence the result of reduction of hand grip and pinch strength in between three 
distance did not have significance differences. The high percentage of participants were 
stepping and slight walking in the lateral transfer tasks was influenced by the knowledge level 
of the participants themselves towards lateral lifting tasks. 

The line graphs for the mean values of hand grip and pinch strength measurements for 
each distance in static leg, stepping, and slight walking postures of the participants were also 
generated to investigate the pattern and the trend of the graphs (Fig. 18). The results showed 
that the patterns were not consistence, and this had indicated that the leg and body posture did 
not contribute any large effect on the hand grip and pinch strengths measurements in 1.0 m, 
1.25 m, and 1.5 m transfer distances. 
4.4  Limitation 

This study had a few limitations, such as the experiments only involved single gender 
which is the majority gender that performing material handling tasks in every sector, and only 
right-handed males can participate in the experiment. The experiment can be expanded further 
which involved two genders and left-handed people can also participate in the experiments. 
The relationship between the dominant hands and genders with lateral lifting tasks can be 
analyzed.  
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Fig. 18: The mean value of hand grip and pinch measurements for each distance in static 

leg, stepping and slight walking postures. 

Besides, the experiments only tested on a group of participants, which could not give a 
better chance to make comparisons between different groups of people with specific 
characteristics. Increased in the number of groups to be testes based on different 
characteristics such as one group is educated, and the others are not can be further research to 
identify whether the postures and the way they carried out lateral lifting tasks are different.  

Moreover, the experiment involved in this study was only tested one independent variable 
which is the transfer distance due to the time issues. The weight of the load can also be 
analyzed to see the relationship between the load weights and the transfer distances with the 
hand grip and pinch strengths. The factor of presence of proper grip of the load can also be 
investigated in two groups of participants to identify the differences in hand grip and pinch 
strength measurements. The postures or the way participants carry the loads can also be 
observed or identified to investigate the relationship between the transfer distances. 

Lastly, the frequency of lateral transfer tasks in this study for the experiment only 
involved 6 cycles per distance. For the next research, the frequency of transferring loads was 
suggested to increase the frequency to identify the relationship of the repetitive factor with 
the hand grip and pinch strengths. 

5. CONCLUSION 
The experimental study involved the participants to carry out six cycle lateral lifting tasks 

each in three different distances of 1.0m, 1.25m, and 1.5m following the counterbalancing 
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sequences. The experiment was carried out in the condition of participants did not fatigue; 
hence participants were given one minute to rest before proceeding to the next tasks. The 
observations on the posture of the participants during the experiments also indicated that most 
of the participants were stepping and slight walking during the transfer process, hence the 
chances of exhausted occurred in hand were highly reduced. The survey form results also 
indicated that the participants did not fatigue and did not felt pain in hand during the 
experiments. The analysis of the results in this study had concluded that the transfer distance 
of 1.0 m, 1.25 m, and 1.5 m during lateral lifting tasks does not affect the hand grip and pinch 
strengths. However, further research was needed to identify whether the other distances 
especially longer distance will affect the hand grip and pinch strengths. 
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ABSTRACT:   Nanocomposites were prepared with Al-6065-Si and multi walled carbon 
nanotubes of 1 wt.% as reinforcement through the stir-casting method. Fabricated 
nanocomposites were machined on a lathe machine using a tungsten carbide tool. The 
study investigated the multi-objective optimization of the turning operation. Cutting 
velocity, feed, and depth of cut were considered for providing minimum Surface 
Roughness of the workpiece. Also, the power consumed by the lathe machine with 
maximum metal removal rate was examined by surface response methodology. The design 
of experiments was developed based on rotational central composite design. Analysis of 
variance was executed to investigate the adequacy and the suitable fit of the developed 
mathematical models. Multiple regression models were used to represent the relationship 
between the input and the desired output variables. The analysis indicates that the feed is 
the most influential factor that effects the surface roughness of the workpiece. Cutting 
speed and the depth of cut are two other important factors that proportionally influence the 
power consumed by the lathe tool as compared to the feed rate.  

ABSTRAK: Komposit nano disediakan bersama Al-6065-Si dan karbon nanotiub 
berbilang dinding sebanyak 1 wt.% sebagai bahan penguat melalui kaedah kacauan-
tuangan. Komposit nano yang terhasil melalui mesin pelarik ini menggunakan alat 
tungsten karbida. Kajian ini merupakan pengoptimuman pelbagai objektif operasi 
pusingan. Kelajuan potongan, suapan dan kedalaman potongan diambil kira sebagai 
pemberian minimum pada kekasaran permukaan bahan kerja. Tenaga yang digunakan bagi 
mesin pelarik dengan kadar maksimum penyingkiran logam diteliti melalui kaedah tindak 
balas permukaan. Rekaan eksperimen yang dibangunkan ini adalah berdasarkan rekaan 
komposit pusingan tengah. Analisis varian telah dijalankan bagi mengkaji kecukupan dan 
penyesuaian lengkap bagi model matematik yang dibangunkan. Model regresi berganda 
digunakan bagi menunjukkan hubungan antara input dan pembolehubah output yang 
dikehendaki. Analisis menunjukkan pemberian suapan merupakan faktor mempengaruhi 
keberkesanan kekasaran permukaan bahan kerja. Kelajuan pemotongan dan kedalaman 
potongan adalah dua faktor penting lain yang mempengaruhi kadar langsung ke atas 
tenaga yang digunakan oleh mesin pelarik dibandingkan kadar pemberian suapan. 

KEYWORDS: MWCNT (multi-walled carbon nanotube); power consumption; machining; 
cutting force; central composite design; response surface methodology  
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1. INTRODUCTION  
Carbon-nanotubes reinforced with AMMC’s in the recent technological era are gaining 

high importance among various classes of composites. Researchers have made attempts to 
produce MMCs with CNT as reinforcement material. Core research on metals such as 
aluminum and aluminum alloy materials [1,2], due to their light weight, high strength 
composites, are sought for dynamic mechanical systems like aerospace industries, robotics 
and automobiles [3]. Materials with high stiffness, modulus, strength, low density, and high 
specific surface are associated in carbon nanotubes as an ideal reinforcement [4].  

The presence of hard MWCNT reinforcement and its abrasive nature affects the quality 
of the workpiece resulting in difficulty of machining and wear of the cutting tool [5]. The 
traditional machining process, if adopted in composite materials with appropriate tool design 
and the optimal operating conditions can resolve this difficulty. These raw materials are very 
expensive. In order to reduce their wastage during the final conversion of the composites 
into engineering products and to obtain the required geometrical parts, it becomes necessary 
to investigate and study the basic manufacturing and machinability of the material at the 
time of design of material and selection [6,7]. The machining of composites depends mainly 
on their various reinforcements and diverse matrix properties. The cutting tool will be 
alternatively in contact with the base metal and the reinforcing materials and hence the 
response obtained by the machining of composite materials can be completely different. 
Thus, the cutting tool’s material, geometry, and wear resistance play critical roles for the 
machining of composite materials. Correspondingly, the different machine operating 
parameters like the feed, cutting velocity, depth of cut, and other factors such as tool 
geometry, machining system stability, lubrication, and proper cutting tool selection, all play 
crucial roles [8]. Considering these many factors, it becomes very difficult to attain fine 
surface finish and high metal removal rate (MRR). The feed, cutting speed and the depth of 
cut are those parameters that can be controlled, and proper selection of these parameters 
yields proper surface finish to the MMCs [9].  

The machining operations are classified under two important categories: cutting and 
grinding process. Process flexibility, yield time, high material removal rate and good surface 
finish are found to be salient features in the turning process. The proper prediction of cutting 
forces in the turning process is the primary task to achieve along with high dimensional 
accuracy and suitable machining system stability [10]. In the industry, metal removing 
processes are used to get the desired shape and dimension with precise quality. The process 
that removes metal at a higher rate and power consumed is considered to obtain an 
economical process [11].  Measuring the power consumption in the metal-removal-by-
cutting-tool operation helps for designing machine components, increasing the life of the 
tool for high productivity, and managing the capacity required by the motor for machine. 
The objective of the research is to analyze the percentage contribution of machining 
parameters like feed, cutting velocity, and the depth of cut of the developed MMC on surface 
roughness, material removal rate, and power consumed using RSM.  

2.   EXPERIMENTAL DETAILS 
2.1  Fabrication of MWCNT-Si-Al Matrix of 1 wt.% by Stir Casting Method 

The Al-6065 ingot-castings were placed in the electric furnace and the temperature of 
the crucible in the furnace was raised and maintained at a temperature of 750 oC for about 
20 minutes. This process was carried out to convert the material into a molten state. The 
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molten metal was stirred continuously for about 15 minutes. The CNT powder was slowly 
added into the molten metal. 

The stirring created a uniform mixture of the reinforced particle of 1 wt.% of MWCNT 
and 4% of silicon into molten mix. The molten metal was poured into the metal die and left 
for solidification. The sample of the specimen was considered for further machining 
processes [12]. 
2.2  Turning Machine and the Cutting Conditions 

The experiments were conducted on a heavy-duty precision lathe machine as shown in 
Fig. 1, with a tungsten carbide tool. The cutter being the single point cutting tool, fed right 
into the rotating workpiece and cut the material as chips. This process was carried out to 
create the desired shape.  

A full bridge strain gauge dynamometer was used to measure the cutting forces. This 
analog device is highly capable of measuring the cutting force while the turning operations 
are executed. This data of measured cutting force was utilized for further analysis [13]. The 

specimen of Ø25mm  Ø75mm size were used for the experimentation. 

Fig. 1: Heavy-duty precision lathe machine. 

2.3  Design of Experiment (DoE) by Response Surface Methodology (RSM) 
A group of statistical and mathematical techniques that helps in modelling and analysis 

of a problem is termed as RSM. The output or the response of it can be controlled and is 
affected by several input variables. The objective here is to determine the correlation 
between the responses and variables determined.  

RSM is one of several DoE methods, which is efficient for analyzing and planning the 
problem when certain independent variables will influence the dependent variables or when 
several obtained responses should yield valid and objective conclusions. Rotatable central 
composite design (CCD) and Box-Behnken design are the widely used and suitable types of 
RSM methods that are readily available for investigation purposes [14]. The embedded 
factorial design is not found in the Box-Behnken design and is an independent quadratic 
model. This design is normally incorporated while executing the non-sequential 
investigations. The design uses certain combinations for the treatment at the corners of the 
face center, the process space and at the center of the design body. The design requires three 
levels of each factor that are near to rotatable.  

As compared to the CCD methods, the Box-Behnken model has less capability for the 
orthogonal blocking [15]. Thus, CCD methodology is the most commonly used technique 
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in case of the second-order response models. The CCD provides very few numbers of 
experiment and, with a rotatable feature, the optimal response can be obtained [16]. 
Experimental independent variables along with their coded levels for the central composite 
design (CCD) are represented in Table 1. 

Table 1: Experimental independent variables and their coded levels 
Independent variable Levels of variables 

Low Medium High 
Cutting velocity (m/min) 30 50 70 

Feed (mm/rev) 0.2 0.3 0.4 
Depth of cut (mm) 0.5 0.85 1.2 

 
2.4  Surface Roughness (Ra) and Its Measurement 

 Ra is a subjective property that indicates surface roughness. It is measured in 
micrometers, and has a crucial characteristic that quantifies high frequency deviations from 
that of an ideal surface. Ra is the arithmetic mean value. It is based on the mean of normal 
deviations from a nominal surface. It is generally specified over the “cut-off” length and is 
represented in Eq. (1). 
 

𝑅𝑎 =
1

𝑛
∑ 𝑦𝑖 

𝑛

𝑖=1

 (1) 
 

where, Ra is surface roughness,  
   n is number of measurement points and 

 yi is surface deviation at measurement point of ‘i’. 
From the observation, it is noted that the values obtained are affected by few factors and 
machining parameters. The commercially available surface profilometers feature a diamond 
stylus that travels over the workpiece surface to measure the surface roughness [17]. 
2.5  Power Consumption (Pc)  

A dynamometer is a measuring device used to measure tangential force from which 
power consumed by the machine can be calculated. The product of tangential force and the 
cutting velocity results in cutting power consumption (Pc). It is represented by Eq. (2). The 
experiments were conducted using CCD by RSM [18]. 
 P = Fz × v  (2)  

where, P is power in kilowatts, 
Fz is force in newton and  
v is cutting speed in meter per second.  

2.6  Metal Removal Rate (MRR) 
The metal that is removed per unit time is the MRR. The SI unit of MRR is mm3sec-1. 

For every revolution associated with the material, a ring-shaped chip of the material is 
taken out. The MRR can be obtained using Eq. (3). 
 MRR = v × f × d  (3)  

where, v is the cutting velocity in m/min,  
 f is the feed in mm/rev, and  
d is the depth of cut in mm.  
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3. RESULTS AND DISCUSSION
3.1  Validation for Surface Roughness by Response Surface Methodology 

The experiments were executed according to CCD, that was generated by response 
surface methodology (RSM) with three input variables: cutting speed (v), feed (f) and depth 
of cut (d). Twenty experimental runs were executed with 95% confidence level. The readings 
of trial runs were measured for the surface roughness using the surface roughness tester 
measuring machine and the cutting force using the lathe tool dynamometer. The response 
output obtained for MRR, experimental Ra, model Ra, and % of error is tabulated in Table 
2. Regression coefficients obtained from the experimental results are shown in Table 3 for
polynomial regression equation of surface roughness (Ra). Table 4 shows the corresponding
analysis of variance and is obtained using Minitab-14 software.

Table 2: Experimental runs and surface roughness responses 
Sl. 
No 

Input Variables Output Responses 
Cutting 

velocity (v) 
Feed 

(f) 
Depth of cut 

(d) 
MRR 

(mm3 min-1) 
Exp. 
(Ra) 

Model 
(Ra) 

Ra 

(Diff.) 
% 

Error 
1 30 0.2 1.20 120.000 1.34 1.360 0.020 1.559 
2 70 0.2 0.50 116.667 1.68 1.865 0.185 11.058 
3 30 0.4 0.50 100.000 2.8 3.023 0.223 7.977 
4 70 0.4 0.50 233.333 3.12 3.324 0.204 6.543 
5 30 0.4 1.20 240.000 3.1 3.138 0.038 1.254 
6 30 0.2 0.50 50.000 1.93 1.935 0.005 0.278 
7 70 0.2 1.20 280.000 0.96 0.960 0.0008 0.093 
8 50 0.3 0.85 212.500 3.86 3.918 0.058 1.527 
9 50 0.3 0.85 212.500 3.91 3.918 0.008 0.229 

10 50 0.3 0.85 212.500 3.87 3.918 0.048 1.265 
11 70 0.4 1.20 560.000 2.89 3.109 0.219 7.587 
12 50 0.3 0.85 212.500 3.84 3.918 0.078 2.056 
13 17.34 0.3 0.85 73.695 2.86 2.786 0.073 2.583 
14 50 0.4633 0.85 328.171 3.64 3.391 0.248 6.830 
15 50 0.3 0.85 212.500 3.91 3.918 0.008 0.229 
16 82.66 0.3 0.85 351.305 2.82 2.705 0.114 4.073 
17 50 0.3 1.42155 355.388 2.41 2.407 0.002 0.088 
18 50 0.3 0.27845 69.613 3.26 3.052 0.207 6.368 
19 50 0.3 0.85 212.500 3.9 3.918 0.018 0.486 
20 50 0.1367 0.85 96.829 0.71 0.748 0.038 5.472 

Table 3: Estimated regression coefficients for Ra in µm 

Term Coeff. SE Coeff. T P 
Constant -8.1365 0.95560 -8.514 0.000 

v 0.1049 0.01682 6.237 0.000 
f 43.1855 3.57327 12.086 0.000 
d 4.7344 0.95350 4.965 0.001 
v2 -0.0011 0.00012 -9.384 0.000 
f2 -69.3314 4.73106 -14.655 0.000 
d2 -3.6393 0.38621 -9.423 0.000 

v x f 0.0463 0.03039 1.522 0.159 
v x d -0.0118 0.00868 -1.357 0.205 
f x d 4.9286 1.73676 2.838 0.018 

S = 0.171930   R2 = 98.53%    R2 (pred.) = 88.95%       R2 (adj.) = 97.21% 
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Table 4: Analysis of variance for Ra in µm 
Source DF Seq SS Adj SS Adj MS F P 

Regression 9 19.8663 19.8663 2.20737 74.67 0.000 
Linear 3 9.2669 4.6496 1.54985 52.43 0.000 

Interaction 3 10.2385 10.2385 3.41282 115.45 0.000 
Square 3 0.3610 0.3610 0.12032 4.07 0.040 

Residual Error 10 0.956 0.2956 0.02956   
Lack-of-Fit 5 0.2913 0.2913 0.05826 68.01 0.000 
Pure Error 5 0.0043 0.0043 0.00086   

Total 19 20.1619     
 

The model developed was investigated using the analysis of variance technique. The 
value of the determination coefficient (R2 = 95.00%) specified that only the values that are 
less than the 5% of total variations were not explained by the developed model and this 
indicated the quality of the model’s fit. The value of the adjusted determination coefficient 
(adj. R2 = 0.9500) was high and specifies that the obtained model was highly significant. If 
P-value is less than F-value (P<F), it indicates that the model is highly significant. The 
results of Ra as obtained using ANOVA is represented in Table 4. It describes the 
predictability of the obtained model for its surface roughness (Ra) to be at a 99% confidence 
level. This is due to the average value of ‘P’ which is less than 0.0001. Figure 2 shows that 
the experimental output, surface roughness (Ra) is closer to the regression model obtained 
using RSM method. The R2 was found to be 98.53% and shows that the regression equation 
is highly reliable [21]. The lower value of ‘P = 0.01’ indicates the statistic significance of 
the model and concludes that the proposed model is a correct one.  
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Fig. 2: Residual plots for Ra in µm. 

Residual plots for Ra shown in Fig. 2 have been analyzed and are discussed. The 
probability plot was used to check for the data normality. The distribution of the data points 
all along the normal line with very few outliers indicated that the data is normally distributed. 
The residual versus fitted values, as shown in the second plot, do not show any subsequent 
trends. This indicates the chosen RSM model fits well within the given dataset. The third 
plot of frequency verses residual illustrates the normal distribution of residuals that are 
produced by the model and assures that the assumptions made are reasonable and the choice 
of the model is appropriate. The residue verses observation order as depicted in the last plot 
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highlights the presence of random data points. The randomness in the plot shows the 
insignificant experimental order in comparison to first surface response (Ra). A confidence 
level of 95% has been applied to RSM for Ra. The statistical significance of the surface 
roughness has been measured and concluded based on all the factors and respective 
interactions which has a probability value or P-Value to be less than 0.05.  
3.2  Optimized Solution for Surface Roughness 

The lower values, the upper values and the final target values of Ra responses are fed to 
the response optimizer tool of Minitab by giving equal weightages. The description of the 
same is given in Table 5.  

Table 5: Response optimization 
Goal Lower Target Upper Weight Import 

Optimization of Ra 0.71 1.1 3.91 1 1 

Cur
High

Low1.0000
D

Optimal

d = 1.0000

Targ: 1.10

Ra

y = 1.1000

1.0000

Desirability

Composite

0.2784

1.4215

0.1367

0.4633

17.340

82.660
f dv

[50.0] [0.2214] [1.4215]

Fig. 3: Predicted response for Ra in µm. 

A significant solution of about 100% composite desirability is provided by the software. 
This is concluded from the analysis of data of experiments. About 50 m/min cutting velocity, 
0.2214 mm/rev of feed rate, and 1.4215 mm of DOC along with 1.1 µm of minimum surface 
roughness is reached. Lower half of Fig. 3 shows the of variation of Ra  along with focused 
input variables. The blue dotted lines indicate the pin-pointing desired optimal points [19]. 
3.3  Validation for Power consumption by RSM 

The experiments were conducted using three input variables such as cutting speed (v), 
feed rate (f), depth of cut (d) for 20 experimental run and obtain the output responses as 
cutting forces (Fz) in z direction, power consumption (Pc), difference of power consumption 
and percentage error are shown in the Table 6. The output of the experiments was measured 
using tool dynamometer for cutting forces and calculated the power consumption. 
Regression coefficients are as shown in Table 7 for polynomial regression equation of power 
consumption (Pc) and Table 8 shows the corresponding analysis of the variance. 

The ANOVA results of the Pc is shown in Table 8.  It indicates the obtained model for 
the surface roughness having probability of 99% confidence level. This is due to the average 
value of P-value, which is less than 0.0001. The R2 is 99.40% and provides a highly reliable 
regression equation [21].   
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Table 6: Experimental run and power consumption results 
Sl. 
No 

Input Parameters Output Responses 
Cutting 

velocity (v) 
Feed 

(f) 
Depth of 
cut (d)  

 Fz (in N) Pc  
(in W) 

Y 
(Pc) 

 Pc.    
(Difference) 

% Error 

1 30 0.2 1.2 107.910 53.955 51.12824 2.82676 5.239107 
2 70 0.2 0.5 49.050 57.225 55.38798 1.83702 3.21017 
3 30 0.4 0.5 78.480 39.240 38.20172 1.03828 2.645973 
4 70 0.4 0.5 88.290 103.005 107.0857 4.08072 3.961672 
5 30 0.4 1.2 166.770 83.385 86.47904 3.09404 3.710547 
6 30 0.2 0.5 49.050 24.525 27.37598 2.85098 11.62479 
7 70 0.2 1.2 117.720 137.340 139.6482 2.30824 1.680676 
8 50 0.3 0.85 127.530 106.275 105.5303 0.74475 0.700776 
9 50 0.3 0.85 137.340 114.450 105.5303 8.91975 7.793578 

10 50 0.3 0.85 127.530 106.275 105.5303 0.74475 0.700776 
11 70 0.4 1.2 186.390 217.455 215.871 1.58396 0.728408 
12 50 0.3 0.85 127.530 106.275 105.5303 0.74475 0.700776 
13 17.34 0.3 0.85 137.340 39.691 39.13672 0.5545442 1.397144 
14 50 0.4633 0.85 147.150 122.625 117.5362 5.088793954 4.149883 
15 50 0.3 0.85 117.720 98.100 105.5303 7.43025 7.574159 
16 82.66 0.3 0.85 127.530 175.694 167.6571 8.0367482 4.574292 
17 50 0.3 1.42155 176.580 147.150 144.282 2.868011577 1.949039 
18 50 0.3 0.27845 49.050 40.875 36.06505 4.809945647 11.76745 
19 50 0.3 0.85 127.530 106.275 105.5303 0.74475 0.700776 
20 50 0.1367 0.85 58.860 49.050 46.46107 2.588926864 5.278138 

Residual Plots for Pc shown in Fig. 4 has been analyzed and is discussed. The probability 
plot is used to check for the data normality. The distribution of the data points all along the 
normal line with very few outliers indicates that the data is normally distributed. The residual 
versus fitted values, as shown in the second plot, do not show any subsequent trends. This 
indicates the chosen RSM model fits well within the given dataset. The third plot of 
frequency verses residual illustrates the normal distribution of residuals that are produced 
by the model and assures that the assumptions made are reasonable and the choice of the 
model is appropriate. The residue versus observation order, as depicted in the last plot, 
highlights the presence of random data points. The randomness in the plot shows an 
insignificant experimental order in comparison to first power consumption (Pc). A 
confidence level of 95% has been applied to RSM for Pc. 

Table 7: Estimated regression coefficients for Pc in watts 
Term Coeff. SE Coeff. T P 

Constant -43.838 29.576 -1.482 0.169 
v -1.202 0.521 -2.308 0.044 
f 342.726 110.593 3.099 0.011 
d 13.983 29.511 0.474 0.646 
v2 -0.002 0.004 -0.429 0.677 
f2 -882.428 146.426 -6.026 0.000 
d2 -47.010 11.953 -3.933 0.003 

v x f 5.109 0.941 5.432 0.000 
v x d 2.161 0.269 8.039 0.000 
f x d 175.179 53.753 3.259 0.009 

S = 5.32124    R2 = 99.40%    R2 (pred.) = 97.00%   R2 (adj.) = 98.86% 
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Table 8: Analysis of variance for 𝑃𝑐 in watts 
Source DF Seq. SS Adj. SS Adj. MS F P 

Regression 9 46840.3 46840.3 5204.47 183.80 0.000 
Linear 3 42495.3 575.7 191.90 6.78 0.009 

Interaction 3 1379.0 1379.0 459.68 16.23 0.000 
Square 3 2965.9 2965.9 988.65 34.92 0.000 

Residual Error 10 283.2 283.2 28.32 
Lack-of-Fit 5 149.5 149.5 29.90 1.12 0.453 
Pure Error 5 133.7 133.7 26.73 

Total 19 47123.4 

1050-5-10

99

90

50

10

1

Residual

P
e

r
c
e

n
t

200150100500

10

5

0

-5

-10

Fitted Value
R

e
s
id

u
a

l

840-4-8

8

6

4

2

0

Residual

F
r
e

q
u

e
n

c
y

2018161412108642

10

5

0

-5

-10

Observation Order

R
e

s
id

u
a

l

Normal Probability Plot Versus Fits

Histogram Versus Order

Residual Plots for Pc in Watt

Fig. 4: Residual plots for Pc in watts. 

3.4  Optimized Solution for Power Consumption 
The lower values, the upper values and the final target values of Pc responses are fed 

to the response optimizer tool of Minitab by giving equal weightages. The description of 
the same is given in Table 9.  

Table 9: Response optimization for power consumption 
Goal Lower Target Upper Weight Import 

Optimization of Pc 24.525 40 217.455 1 1 

Fig. 5: Predicted response for Ra in µm. 
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Minimum power consumption (Pc) of 40 watts is obtained for a cutting velocity of 
17.3407 m/min, feed rate of 0.3172 mm/rev and depth of cut of 1.4215 mm, as shown in the 
Fig. 5. The lower half of Fig. 5 shows the of variation of Pc along with focused input 
variables [19]. 
3.5  Development of Empirical Models 

The relation between the input machining parameters and the output responses is 
developed by the mathematical models and thereby optimization of the machining process. 
RSM is an optimization procedure that produces a multi objective function model which can 
solve the optimization problem. The present study concentrates on the development of 
Empirical models for the output responses, Surface roughness (Ra) and power consumption 
(Pc) with regards to the input machining parameters in actual factors by using RSM. [20]. 
Any further optimization of the machining process can be carried out using the developed 
models. The second order regression equations of the model that was developed are 
estimated by regression analysis. The following equations for Ra and Pc were obtained in 
terms of actual factors. 
The polynomial optimization equation of surface roughness (Ra): 

 
The polynomial optimization equation of power consumption (Pc): 

 

4.   CONCLUSION 
This study presents an effective method for estimating the optimal turning operation 

parameters for surface roughness and power consumption using response surface 
methodology. The investigation shows that the control factors had varying effects on the 
response variable. The use of central composite design of response surface methodology 
was considered successful to obtain optimal responses. The results of power consumption 
(Pc) as obtained using ANOVA is represented in Table 8. The average value of ‘P’ was less 
than 0.001 and hence the model obtained for power consumption to be at a 99% confidence 
level. Fig. 4 shows that the output response is closer to the regression model obtained using 
RSM method. The surface roughness was mainly affected by the feed and the cutting speed. 
Also, an increase in the feed rate resulted in higher surface roughness. It was also observed 
that the cutting speed varies inversely along with surface roughness, thereby increasing the 
surface finish of the workpiece. The observed ANOVA response of the cutting velocity and 
depth of cut majorly influenced the power consumed by the machine. Minimum surface 
roughness along with minimum power consumption was estimated using the optimized 
solution parameters. This demonstrates that the RSM can be successfully applied to obtain 
a maximum amount of information with the least number of experimental runs. This can be 
successfully implemented to obtain an effective second order polynomial and for optimizing 
the machining process.   
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ABSTRACT:   As an effort to replace the petroleum-based polymers and reduce waste-
related environmental problems, biopolymers are the best candidate due to their 
renewable, biodegradable and commercially viable. Initiative have been taken by 
developing durian skin fibre (DSF) reinforced polylactic acid (PLA) biocomposites with 
the addition of epoxidized palm oil (EPO). PLA/DSF biocomposites were fabricated via 
extrusion and then injection moulded. The biocomposites were assessed for its life cycle 
by developing a system boundary related to its fabrication processes using GaBi 
software. The life cycle assessment (LCA) of PLA/DSF biocomposites show that global 
warming potential (GWP) and acidification potential (AP) were the major impacts from 
PLA/DSF biocomposite. For PLA/DSF biocomposite, the results were 199.37 kg CO2 
equiv. GWP and 0.58 kg SO2 equiv. AP. Meanwhile, for PLA/DSF/EPO biocomposite, 
the results obtained were 195.89 kg CO2 equiv. GWP and 0.57 kg SO2 equiv. AP. The 
GWP and AP were contributed by the electricity used in the fabrication of 
biocomposites. These impacts were due to the usage of electricity, which contributed to 
the emission of CO2. However, the PLA/DSF/EPO biocomposite had lower negative 
impacts because EPO improved the workability and processability of the biocomposite, 
and hence, reduced the amount of energy required for production. It can be concluded 
that the plasticized PLA/DSF biocomposite can be a potential biodegradable food 
packaging material as it has favourable properties and produces no waste.  

ABSTRAK: Biopolimer adalah terbaik dalam usaha mengganti polimer berasaskan-
petroleum dalam mengurang masalah pencemaran-sisa. Ini kerana biopolimer boleh 
diperbaharui, biodegradasi dan sangat maju secara komersial. Inisiatif telah diambil 
dengan menghasilkan sabut kulit durian (DSF) bersama biokomposit asid polilaktik 
(PLA) dengan penambahan minyak kelapa sawit terepoksi (EPO). Biokomposit 
PLA/DSF direka melalui kaedah pemyemperitan dan acuan suntikan. Biokomposit ini 
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dipantau kitar hidupnya dengan membina sistem sempadan berkaitan proses rekaan 
menggunakan perisian GaBi. Pengawasan kitar hidup (LCA) biokomposit PLA/DSF 
menunjukkan potensi pemanasan global (GWP) dan potensi pengasidan (AP) 
menyebabkan impak terbesar komposit PLA/DSF. Dapatan kajian menunjukkan 199.37 
kg CO2 bagi GWP dan 0.58 kg SO2 bagi AP bagi biokomposit PLA/DSF. Sementara itu, 
dapatan kajian bagi biokomposit PLA/DSF/EPO adalah 195.89 kg CO2 bagi GWP dan 
0.57 kg SO2 bagi AP. Kedua-dua GWP dan AP adalah disebabkan oleh penggunaan 
elektrik dalam proses pembuatan biokomposit. Ini adalah kesan daripada penggunaan 
elektrik, dan menyumbang kepada pembebasan CO2. Walau bagaimanapun, biokomposit 
PLA/DSF/EPO mempunyai kurang kesan negatif, kerana EPO telah menambah baik 
kebolehkerjaan dan kebolehprosesan biokomposit, menyebabkan kurang tenaga yang 
diperlukan dalam proses pembuatan. Kesimpulannya plastik biokomposit PLA/DSF 
berpotensi sebagai bahan biodegradasi bagi pembungkus makanan kerana ianya 
mempunyai ciri-ciri yang diperlukan dan tidak menghasilkan sisa buangan. 

KEYWORDS: life cycle assessment; cradle-to-grave; durian skin fibre; plasticizer; food 
packaging; polylactic acid 

1. INTRODUCTION
Earth has ecosystem that consists of humans, plant life, ocean and natural resources.

However, the development of engineering has resulted in resource depletion and 
environmental destruction. Almost all food packaging including single use packaging are 
petroleum-based polymers that are undegradable in nature and when they are being 
dumped on the land and in the ocean; it leads to the production of smelly garbage or 
polluted water. These problems are crucial environmental issues that should not be taken 
lightly. 

Food packaging provide protection to the food, to maintain the quality and safety of 
the food from the environment and other physical harm. Food packaging is important 
when transporting the food from one place to another [1]. Most food packaging is made 
from glass, cloth, metal, paper and polymers. Polymers are the most common materials 
used in the food packaging industry due to their superior properties.  

The most commonly used plastics in packaging include polyethylene terephthalate 
(PET), polyvinyl chloride (PVC), polyethylene (PE), polypropylene (PP), polystyrene 
(PS) and polyamide [2,3]. The utilization of these polymers harms the environment and 
ecosystems via global warming and ozone layer depletion. This is due to the unwanted gas 
like carbon dioxide is released to the atmosphere. The degradation process of polymers 
takes many years to be completed. PP for example shows resistance to biodegradation 
since it is highly hydrophobic, high molecular weight, lacks an active functional group and 
has a continuous chain of repetitive methylene units [4].    

2. METHODOLOGY
The framework was conducted according to ISO 14040 [5] and ISO 14044 [6] which

involve four phases; goal and scope definition, inventory analysis, impact assessment and 
interpretation using GaBi software. 
2.1  Goal and Scope Definition 

The goal of this study is to assess the environmental impacts of food packaging made 
of PLA/DSF in comparison with PLA/DSF with the addition of epoxidized palm oil 
(EPO) as a plasticizer. This comparison was to investigate the effect of EPO on PLA/DSF 
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on the environmental impact. The functional unit of this study was 50-unit biodegradable 
food packaging and the reference flow was 850 g for each PLA/DSF and PLA/DSF/EPO 
biocomposite. The scope of this study was from the preparation of durian skin fibre, 
preparation of biocomposite and fabrication of biocomposite into food packaging before 
end-of-life disposal. The scope of impact assessment covered was global warming, 
acidification, eutrophication and ozone depletion. These impacts were chosen based on the 
impact on electricity usage as electricity was the main contributor and this could be the 
main cause for the climate change. The study covered the entire life cycle of PLA/DSF 
and PLA/DSF/EPO biocomposite from cradle-to-grave. 
2.2  System Boundary 

The system boundary in this study includes the preparation of DSF, manufacturing of 
biocomposites and end-of-life stage. The preparation of DSF involves chopping and 
grinding, washing, drying and alkali treatment process while manufacturing of 
biocomposite covers extrusion and injection moulding. The inputs and outputs of each 
biocomposite food packaging manufacturing process was identified based on the inventory 
analysis elaborated later. From the information gathered in the inventory analysis, system 
boundaries for both biocomposites were determined. Figures 1 and 2 show the schematic 
diagrams of input and output flow for PLA/DSF and PLA/DSF/EPO biocomposites, 
respectively. 
2.3  Data Sources and Limitations 

In this study, the input and output data for preparation of DSF and fabrication of 
biocomposites were primary data which was collected during the process. The covered 
data consists of raw material (durian skin waste) and energy consumption for the 
fabrication of biocomposite. Data on production of PLA resin and EPO was excluded as 
these two materials were bought from the supplier and delivered directly to the fabrication 
lab. The use phase also was neglected as this biocomposite still in prototype food 
packaging. 
2.4  Inventory Analysis 

The inventory analysis was gathered which include the material and energy inputs, air 
emissions, solid waste emissions and waterbone emissions in the life cycle of the 
PLA/DSF biocomposite with and without EPO. It involved collecting quantitative data for 
every unit process in the system based on a functional unit of product. Details of each 
phase starting from durian skin fibre preparation until end-of-life stage are explained next. 
2.5  Raw Materials 

Durian skins waste were collected from local markets and transported to IIUM. PLA 
(grade 3052) was obtained from NatureWorks, China; EPO was obtained from Malaysian 
Palm Oil Board; and databases for raw PLA and EPO were obtained from GaBi software 
(which were compiled from a literature review by [7-10] for EPO. The database for PLA 
was obtained from a study by [11]. The composition of the biocomposite was observed 
based on the weight of the food packaging. The biocomposite was initially prepared for 
1000 g including waste after injection moulded. From such preparation, the weight of a 
single food packaging was determined at 17 g whereas the total weight for 50 units of 
biocomposite food packaging was 850 g. Compositions for each PLA are shown in Tables 
1 and 2.  
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Table 1: Composition of 
PLA/DSF biocomposite 

Table 2: Composition of 
PLA/DSF/EPO biocomposite 

Material Composition 
(%) 

Weight 
for 1 

unit (g) 

Weight for 
50 units (g) 

Material Composition 
(%) 

Weight 
for 1 

unit (g) 

Weight 
for 50 

units (g) 
PLA 70 11.9 595 PLA 65 11.05 552.5 
DSF 30 5.1 255 DSF 30 5.1 255 
Total 100 17 850 EPO 5 0.85 42.5 

Total 100 17 850 

2.6  Preparation of Durian Skin Fibre (DSF) 
The durian skin was cut into smaller pieces and washed thoroughly with tap water to 

remove any dust and adhering particles. The skin was then dried at 70 °C for 24 h. The 
dried skin was ground to obtain fibre with 100 to 150 µm in length. The weight of the raw 
durian skin fibres used is approximately 300 g. Sodium hydroxide (NaOH) was used for 
alkali treatment of DSF.  
2.7  Preparation of Biocomposites 

Next, fabrication process of the biocomposite consists of extrusion using extruder 
(Brabender, Germany) and injection moulding processes using Battenfeld HM 600/850 
injection moulding machine. The temperature profile from barrel to die was 160 °C to 170 
°C at 100 rpm screw speed. For injection moulding, the temperature was 165 °C to 180 °C 
for all four zones of the injection moulding machine and 45 s cooling time. Finally, the 
biocomposite food packaging waste was exposed to the environment for end-of-life stage. 
2.8  Transportation 

Transportation is referring to picking up the waste durian skins from Petaling Jaya, to 
laboratory at Gombak, Selangor, Malaysia. Transportation data required for conveying the 
product to the end user and to the transfer station was not available, because the process is 
assumed to have only evolved within the area of fabrication, which is IIUM. The total 
journey from IIUM Gombak to Petaling Jaya and back to IIUM Gombak is approximately 
92 km. The transportation for obtaining the PLA and EPO were not included in this study 
since it was delivered to IIUM. Both PLA/DSF biocomposites were still in prototype, thus 
the distribution of the biocomposites to the consumer was not included for transportation. 
2.9  Electricity 

Table 3 describes the total power and electricity utilized for each particular process in 
the production of PLA/DSF and PLA/DSF/EPO biocomposites. 

Table 3: Power calculation of each machine used. 

Machine Total time utilised for 
50 units (hours) 

Total power 
(kWh) 

Energy 
(MJ) 

Oven a) 24
b) 48

a) 36
b) 72

a) 129.6
b) 259.2

Extruder 10 50 180
Grinder 0.85 3.4 12.24
Injection 
moulding 

1.25 66.94 240.98
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2.10 End-of-Life Stage 
The PLA/DSF and PLA/DSF/EPO biocomposite were exposed to the environment to 

observe their degradation time. Both biocomposites took about five to six months to fully 
biodegrade. 

 
Fig. 1: System boundary of PLA/DSF biocomposite. 

     
Fig. 2: System boundary of PLA/DSF/EPO biocomposite. 
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2.11 Impact Assessment 
The environment impact assessment was conducted to evaluate and analyse the 

possibility of activities in the inventory analysis and production of biocomposite food 
packaging whether to leave negative environmental impacts on the earth or not. For this 
examination, effects were measured up to the midpoint level. The midpoint level expects 
to cover ecological issues that stand close to the inventory and endpoint results. Ecological 
impact categories, under the midpoint level, include carbon footprint, photochemical 
ozone formation, human toxicity, water footprint, ozone layer depletion, global warming, 
acidification, eutrophication, etc., depend on the Intergovernmental Panel on Climate 
Change (IPCC). Among the impact listed, the last four contributed to the highest impact 
score and play a vital role in the lifecycle of PLA/DSF biocomposite food containers. This 
study uses the ReCiPe (1.08) Life Cycle Impact Assessment (LCIA) method, run through 
GaBi software, and based on ISO 14040 framework [5] and ISO 14044-guidelines and 
requirements [6]. 

3. RESULTS AND DISCUSSION
The results are analysed for four major environmental impacts comprised of global

warming potential, ozone layer depletion potential, acidification potential and 
eutrophication potential based on the impact in electricity usage as this could be the main 
cause for climate change. The environmental impacts evaluated was cradle-to-grave 
analysis started from raw materials, processing, manufacturing and end life of the product 
which was landfill. Based on the impact score, global warming potential (GWP) possesses 
the highest impact score with 199.38 kg CO2 equiv. for PLA/DSF over PLA/DSF/EPO 
with 195.89 kg CO2 equiv. These are followed by acidification potential (AP), with an 
impact score of 0.58 kg SO2 equiv. for PLA/DSF and 0.57 kg SO2 equiv. for 
PLA/DSF/EPO. The remaining two impacts considered in this study produced very low 
values of impact score; which are deemed insignificant. For all four impacts considered in 
this study, PLA/DSF showed a higher potential of environmental impacts than 
PLA/DSF/EPO biocomposites. This was as expected as biocomposite consists of EPO that 
is bio-based and environmentally friendly plasticizer. According to [12], plasticizers made 
from natural sources incorporated into a bio-based polymer provide lower negative 
impacts to the environment. 
3.1 Global Warming Potential (GWP) 

The findings for global warming potential (GWP) are presented in Table 4 and Fig. 3 
as percentage values. From Table 4 and Fig. 3, it can be seen that the injection moulding 
process had the highest contribution towards the global warming potential for both 
biocomposites. The process of PLA/DSF showed a slightly higher percentage, at 33.08% 
over PLA/DSF/EPO at 31.70%. Plasticizer, added to the composites, improved their 
workability, processability and flexibility, making them easier to be processed with 
reduced energy needed [13]. Therefore, the percentage contribution of each biocomposites 
process towards GWP was different as EPO was added at the beginning of the mixing 
process for the plasticized one.  

Figure 3 clearly shows that the major contributors towards GWP are the drying, 
mixing and injection moulding processes of both biocomposites. These processes 
contribute up to 95.0% of the total GWP for both PLA/DSF and PLA/DSF/EPO 
biocomposites. Specifically, these processes require electricity to generate output (i.e., 
biocomposite food packaging). Consumption of electricity highly contributed towards the 
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release of CO2 gas. Energy industries are a major source of greenhouse gases in Malaysia 
[14,15]. Global warming is mainly caused by the release of greenhouse gases into the 
environment; primarily CO2. CO2 emissions take up to 93.0% and the rest are other 
greenhouse gases, such as nitrous oxide and methane. [16] stated that the three crucial 
sources of fossil fuel, that highly affected the power generation operations in Malaysia are 
natural gas, coal fuel and hydropower. However, hydropower that come from renewable 
energy sources used only small percentage as compared to other sources. Emissions of 
greenhouse gases, mainly CO2 from the burning of fossil fuels, cause environmental 
degradation and global warming. Therefore, the more electricity utilised in the production 
of biocomposites raises the emission level of CO2 gas to the environment; eventually 
contributing towards global warming. The amount of electricity used are high in the 
fabrication process due to the utilisation of various machines.  

 
Fig. 3: Percentage contribution of each process to GWP. 

Table 4: Percentage contribution of each process to GWP 
Process % of GWP for each process 

(kg CO2 equiv.) 
PLA/DSF PLA/DSF/EPO 

Collecting durian skin waste 0 0 
Transportation 0.016 0.016 

Chopping and washing 0.013 0.013 
Drying (24 h) 15.10 15.10 

Grinding 1.46 1.46 
Alkali treatment 3.51 3.51 

Drying (48 h) 20.30 20.30 
Mixing (extrusion) 26.52 27.90 

Shaping (injection moulding) 33.08 31.70 
Waste on landfill 0 0 

Recovery -2.43 -2.38 

 
Total GWP value of each type of biocomposite 

(Including material recovery) 
(kg CO2 equiv.) 

 199.38 195.89 
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Meanwhile, the process of chopping and washing of durian skins contributed less to 
the potential global warming, about 0.013%, for both biocomposites. This is because only 
tap water is used in the process and no greenhouse gases are emitted during fibre 
preparation. A previous study on environmental impact was done by [17] on tap water and 
compared with bottled mineral water. The study found that tap water imparted a lower 
environmental impact than bottled mineral water. In Fig. 3, the resource column indicates 
that resource recovery is involved in the production process. The biocomposites are 
produced from bio-based materials that originated from plants, such as DSF and PLA. 
Carbon dioxide can be sequestered, as plants consume it, even though it is released during 
the production process [18]. In summary, GWP for PLA/DSF/EPO contributed less to 
global warming than PLA/DSF biocomposite; with the potential of 195.89 kg CO2 equiv. 
compared to 199.38 kg CO2 equiv. 
3.2 Acidification Potential (AP) 

Table 5 and Fig. 4 present the percentage of acidification potential of each process 
involved in the production process of both biocomposites. From Table 5 and Fig. 4, the 
injection moulding process shows significantly high potential to acidification as compared 
to other process, which is responsible for 30.51% of AP from PLA/DSF biocomposite and 
31.59% of AP from PLA/DSF/EPO biocomposite. Similarly, the major contributors to AP 
of both biocomposites are from the processes that need electricity, namely injection 
moulding, extrusion and drying. The acidification potential of these processes includes 
electricity generated 97.15% of total AP for PLA/DSF and 98.60% of total AP for 
PLA/DSF/EPO biocomposites including the grinding process. From the total AP for both 
biocomposites, more than 57% comes from the emission of nitrogen oxides, followed by 
sulfur dioxides at 41%. A small portion is made up of ammonia and nitrogen dioxides. 
This is due to the utilization of electricity during biocomposites fabrication. The ocean and 
the atmosphere absorb the toxic gases generated and hence acidity is increased. As a 
conclusion, even though the contribution of electricity to AP for PLA/DSF/EPO is higher 
than PLA/DSF, the total AP of PLA/DSF/EPO is lower than that of PLA/DSF. Therefore, 
PLA/DSF/EPO causes less effect to the acidification as compared to PLA/DSF 
biocomposite. 

    Fig. 4: Percentage contribution of each process to AP. 
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Table 5: Percentage contribution of each process to AP 
 

 

 

 

 

 

3.3 Eutrophication Potential (EP) 
Eutrophication is one of several environmental impacts considered in this study; and 

showed a very low impact score. Eutrophication is measured in terms of kg P equiv. as it 
is mainly caused by phosphorus and phosphate [19]. The LCA leads to 8.29 x 10-5 kg P 
equiv. for PLA/DSF and 6.95 x 10-5 kg P equiv. for PLA/DSF/EPO. Table 6 and Fig. 5 
indicate the results generated from the study for eutrophication potential. Figure 5 shows 
that the alkali treatment process for DSF displayed the highest potential to eutrophication; 
with 37.27% for both biocomposites. This process consumes sodium hydroxide, tap water 
and distilled water. The waste is then discharged through the sewage system before going 
directly into soil and water bodies, stimulates, and eventually causes eutrophication.   

When the waste yielded from the alkali treatment process is discharged, it unlocks the 
phosphate and phosphorus contained within the soil; thus, increasing the nutrients level of 
the soil. When the concentration levels of the nutrients are too high, they are carried by 
rain water into rivers and ground waters that subsequently flow into lakes and seas. [20] 
assured that wastewater is a contributor for eutrophication to occur; where it increases the 
amount of nitrogen and phosphorus transferred to water bodies. 

 
     Fig. 5: Percentage contribution of each process to EP. 

Process % of AP for each process 
(kg SO2 equiv.) 

PLA/DSF PLA/DSF/EPO 
Collecting durian skin waste 0 0 

Transportation 0.02 0.02 
Chopping and washing 0.01 0.01 

Drying (24 h) 15.43 15.43 
Grinding 1.46 1.46 

Alkali treatment 2.67 2.67 
Drying (48 h) 21.81 21.43 

Mixing (extrusion) 28.09 27.39 
Shaping (injection moulding) 30.51 31.59 

Waste on landfill 0 0 

 
Total AP value of each type of 

biocomposite 
(kg SO2 equiv.) 

 0.58 0.57 
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Table 6: Percentage contribution of each process to EP 
Process % of EP for each process 

(kg P equiv.) 
PLA/DSF PLA/DSF/EPO 

Collecting durian skin waste 0 0 
Transportation 0.05 0.05 

Chopping and washing 9.67 9.67 
Drying (24 h) 2.53 2.53 

Grinding 0.91 0.91 
Alkali treatment 37.27 37.27 

Drying (48 h) 16.16 16.16 
Mixing (extrusion) 18.51 17.43 

Shaping (injection moulding) 14.96 15.98 
Waste on landfill 0 0 

Total EP value of each type of 
biocomposite 
(kg P equiv.) 

8.29 x 10-5 6.95 x 10-5 

The transportation process contributes the lowest impact to eutrophication. This is 
because transportation does not produce waste that is discharged to soil and water bodies, 
but contributes towards other environmental impacts through emissions of gases into the 
air. In conclusion, eutrophication is not affected by the life cycle of the biocomposites 
based on the low impact score of EP which is nearly zero. 
3.4 Ozone Depletion Potential (ODP) 

Ozone layer depletion, or ozone depletion potential (ODP), for both biocomposites is 
further analysed and presented in Table 7 and Fig. 6. ODP is considered as the negligible 
impact on the biocomposites in this study. This is due to the lowest impact score obtained; 
which was nearly zero. ODP is the most insignificant impact from the food packaging 
industry. This is in agreement with a previous finding by [21] which showed that ODP 
yields a very low impact score compared to other environmental impacts. 

Fig. 6: Percentage contribution of each process to ODP. 
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Table 7: Percentage contribution of each process to ODP 
Process % of ODP for each process 

(kg CFC-11 equiv.) 

PLA/DSF PLA/DSF/EPO 

Collecting durian skin waste 0 0 
Transportation 0 0 

Chopping and washing 0.01 0.005 
Drying (24 h) 0.13 0.14 

Grinding 23.19 12.71 
Alkali treatment 0.25 0.20 

Drying (48 h) 76.09 86.68 
Mixing (extrusion) 0.23 0.27 

Shaping (injection moulding) 0 0 
Waste on landfill 0 0 

 
Total ODP value of each type of 

biocomposite 
(kg CFC-11 equiv.) 

 8.28 x 10-10 1.28  10-10 

4.   CONCLUSION 
The fabrication of biocomposites food packaging causes significant global warming 

and acidification to occur. The impact scores are higher with almost 200 kg CO2 equiv and 
0.5 kg SO2 equiv. PLA/DSF produced higher impact compared to PLA/DSF/EPO for all 
categories. GWP and AP were not significantly difference but for EP and ODP the impact 
difference between PLA/DSF and PLA/DSF/EPO was almost 19%. This impact is due to 
generation of electricity throughout the production process. The highest emission was 
achieved by carbon dioxide with the highest percentage value. Ozone layer depletion and 
eutrophication potential values were very low, almost zero. Meanwhile, eutrophication 
only affected by the alkali process in the fabrication of biocomposites, which produces 
waste discharged into the soil and other water bodies. 
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ABSTRACT:   Manufacturing process improvement is necessary for manufacturers to 
gain business advantages. Re-using or increasing the useful lives of machine parts is 
considered to be a process of performance improvement. To re-use parts, the 
manufacturers must know the effects of the factors related to workpieces' qualities to 
prevent defects. This research study aims at presenting the results of analysing the effects 
of the factors and mathematical models for bond shear strength when reusing gold wire 
bonding capillary in the gold wire bonding process of integrated circuit (IC) products 
using design experiment. The operation factors in the reference experiment, including 
bond force, bond time, USG current, EFO current and EFO gap, are investigated. The 
Fractional Factorial Design was used to determine five factors that affect the bond shear 
strength. The analysis of the results show that the bond force is a significant factor where 
increasing bond force factors leads to increasing bond shear strength. In the end, a 
Regression model of bond shear strength is obtained to show the result between the bond 
shear strength and effect of factors.  

ABSTRAK: Proses pembaharuan pengilangan adalah penting untuk para pengilang bagi 
memperoleh keuntungan bisnes. Guna-semula atau menambah jangka hayat pada 
bahagian-bahagian tertentu pada mesin adalah dianggar sebahagian proses 
penambahbaikan prestasi mesin. Bagi mengguna semula bahagian-bahagian ini, 
pengilang mesti mengetahui akibat sesuatu faktor berkaitan kualiti bahan bagi mengelak 
kecacatan. Kajian ini bertujuan menyampaikan dapatan kajian melalui kesan faktor dan 
model matematik pada kekuatan ricihan ikatan apabila mengguna semula wayar emas 
melalui proses kapilari ikatan wayar emas pada produk litar bersepadu melalui rekaan 
eksperimen. Faktor operasi melalui rujukan eksperimen dari daya ikatan, masa ikatan, 
arus USG, arus EFO dan jarak EFO dikaji. Rekaan Faktorial Pecahan digunakan bagi 
mendapatkan lima faktor yang mempengaruhi kekuatan ricihan ikatan. Dapatan kajian 
menunjukkan daya ikatan merupakan faktor penting di mana, pertambahan faktor daya 
ikatan menguatkan ricihan ikatan. Akhirnya, model Regression kekuatan ricihan ikatan 
diperoleh bagi menjelaskan dapatan kajian antara kekuatan ricihan ikatan dan kesan 
faktor. 

KEYWORDS: reusing capillary; gold wire bonding; bond shear; design of experiment 

1. INTRODUCTION
Improving the production process to increase efficiency in the working process is an

essential part of business. Factories are required to understand and develop their 
production processes to produce products or services that can meet customer needs and 
enhance business competitiveness with other factories producing the same product [1,2]. 
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Machine parts that are expired from the manufacturing process are used. The parts are 
studied, and the effects of the factors are identified in order to re-use the parts or to 
increase the parts’ useful lives. This is considered a strategy for reducing manufacturing 
costs and improving processes for business competitiveness. To re-use expired parts, the 
parts must be carefully considered, and the effects of the process factors must be identified 
in order to prevent defects [3].  

Most studies focus on the factors of the best practices for new parts. However, this 
study aims at studying the effects of the process factors for expired parts. In order to make 
the manufacturers understand the effects of each factor of the qualities of the work pieces 
to efficiently use the parts without affecting the work pieces. 

The gold wire bonding process is a process of integrated circuit (IC) products, which 
are the main parts in electronic devices such as mobile phones, televisions, etc., The IC 
packaging product consists of two main processes, namely, Front of Line (FOL) 
production, which consists of five sub processes, and End of Line (EOL) [4], which 
consists of four sub processes. The most important process of IC Packaging production is 
the gold wire bonding process in the FOL because it connects the main circuit of IC 
packaging using small gold wire [5,6]. In this process, high-precision machining and a 
large number of adjustment factors are required to process [7,8]. A machine part that is 
called a gold wire bonding capillary is an important part of the gold wire bonding process 
because this part presses on work pieces being wired. The gold wire bonding capillary is a 
small tube for bonding gold wires through the mentioned tube. By checking the 
manufacturing process, it was found that the gold wire bonding capillary can manufacture 
150,000 work pieces. Then, the gold wire bonding capillary must be changed. 
Accordingly, this study emphasizes studying the effects of the quality factors of work 
pieces if the parts are expired in order to provide data for manufacturers who want to 
improve the efficiency of their processes by re-using parts and to help them know the data 
and relationships of the factors for manufacturing work pieces according to requirements 
[3]. 

Statistical methods are used to find the effect of factors to adjust the parameters of the 
gold wire bonding process to maximize bond shear strength. An experimental approach 
that defines parameters in a process is the design of experiment method [9]. Each of the 
researched studies demonstrated the application of experimental methods, showing various 
factors that affected the gold wire bonding process, including showing results of different 
research. The research work showed that an increase in bonding temperature affected the 
shear strength of gold bonding. The one-factor experiments were not suitable for the study 
of most factors in the same experiment [10]. The study also found research related to the 
use of analysis of variance (ANOVA) to analyse factors that affect the strength of wire 
bonding. ANOVA is an experiment that can be studied using multiple factors. However, 
the large number of factors are limitations to the number of the experiments [11]. 
According to relevant research reviews, the suitable method for determining the optimum 
conditions of the gold wire bonding process was factorial design (FD) [12]. A full factorial 
consists of all possible combinations of levels for all factors. The total number of 
experiments for studying are included in [13]. Consider the factors in which five factors 
were researched with two levels of factors by factorial, the design of a full factorial 
experiment should involve a total of 32 experiments. The Fractional Factorial Design 
(FFD) is one type of factorial experiment. It is an experiment that uses half the number of 
experiments from the design of a full number of factorial experiments. The objective of 
this research was to use fractional factorial experiment to determine the effect of 
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parameters and show the regression model that is used for bond shear strength in the gold 
wire bonding process of IC packaging process. 

2.   MATERIALS AND METHODOLOGY 
   The process of bonding gold wire is summarized as follows: gold wire bonding starts 

with an electric current through a device called an EFO wand, which is responsible for 
distributing electricity to heat the gold wire in the capillary to form a spherical shape. The 
molten gold wire is then pressed onto the circuit pad, where the first connection is a 
spherical shape called the first bond, as shown in Figure 1(a). The machine then raises the 
gold wire and drags the gold wire to connect it to the second connection at the lead frame. 
The lead frame is the point used to connect the circuit of the IC packaging with the 
integrated circuits of various devices. At the second point of circuit connection, the gold 
wire is touched onto the lead frame and pressed to break the gold wire, producing a flat 
shape. This point connection is called the second bond, as shown in Fig. 1(b). The quality 
of the gold wire bonding is checked by bond shear strength. The bond shear test uses a 
machine to push the first bond area with a constant straight force. This process continues 
until the connected gold wire is damaged and the maximum strength obtained from the test 
is recorded. Figure 2(a) shows the picture of the product before the bond shear test. Figure 
2(b) shows the picture of the product after the bond shear test, where the bonded gold wire 
was broken by the bond shear test as denoted by the red circle. 

 
(a) 

 
(b) 

Fig. 1: (a) Appearance of the first bond, (b) appearance of the second bond. 
 

 
(a) 

 
(b) 

Fig. 2: (a)The first bond before the bond shear test, (b) the first bond after 
the bond shear test. 
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2.1  Machine and Materials 
In the experiments, the gold wire bonding capillary that is expired after manufacturing 

150,000 work pieces is studied in order to investigate the effects of the factors of the shear 
forces in the gold wires. The reused capillary is shown in Fig. 3. The machines and 
materials used in this research include the gold wire bonding machine Model Kns IConn 
PLUS as shown in Fig. 4(a) and a gold wire size of 1.3 mils to connect the circuit. The 
4000 series Multipurpose Bond tester machine was used for the quality control by 
recording the maximum shear strength, as shown in Fig. 4(b). In the experiments, the gold 
wire bonding capillary that is expired after manufacturing 150,000 work pieces is studied 
in order to investigate the effects of the factors of the shear forces in the gold wires. 

(a) (b) 
Fig. 3: (a) Front view of reused capillary, (b) side view of reused capillary.

(a) (b) 
Fig. 4: (a) Wire bonding machine, (b) the shear testing machine. 

2.2  Factors and Level of Factors in Experiments 
By referring to the relevant studies, the factors of the experiments are identified. 

There are five factors of the strengths of the gold wire bonding, that use five factors to 
determine the effect of factors to create a regression model of the process. The factors 
include the gold bonding pressure (bond force), the gold bonding time (bond time), the 
ultrasonic energy used (USG current), the current released through the EFO to melt the 
gold wire (EFO current) and the distance between the EFO and the gold wire (EFO gap). 
The level of factors in the research was based on operation processes and machine 
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manuals to determine the appropriate level of each factor used in the experiment so as not 
to affect the quality of the product, as shown in Table 1. 

Table 1: Factors and levels of the experiment 
Factors Level of factors Unit 

(-1)     0 (+1) 
(A) Bond Force  70 80 90 grams 
(B) Bond Time 1 2 3 ms 
(C) USG Current 20 35 50 mA 
(D) EFO Current 40 45 50 mA 
(E) EFO Gap  25 30 35 mils 

2.3  Methodology 
In this research, the design of the fractional factorial experiment (FFD) was chosen 

because it is an experimental design that uses half the number of experiments from the 
design of a full number of factorial experiments [14,15]. In the case of a study using five 
factors, the FD experiment used a total of 32 experiments, FFD are used to halve the 
number of experiments, using only 16, while still maintaining efficient results analysis. 
There is a good method to create a regression model between the test variable and the 
response, resulting in a clearer understanding of the main effect and interaction effects 
between each factor and response. 

The fractional factorial design was used to determine five factors that affect the bond 
shear strength. The experiment was repeated twice with 3 centre point experiments per 
replication to check the curvature of the regression model using a statistical significance 
level 0.05 =  in the experiments. The experiment total is for 38 experiments. The 
experiments were applied to control other factors that may affect the research response of 
the three items [16]. The first principle was replication, with two repeated experiments 
performed; the error of the experiment was calculated and randomized to avoid factors not 
chosen for analysis [17]. The second was randomization, where the Minitab was used to 
randomize the trial order to prevent errors. The third was blocking, where all other factors 
were controlled factors so as not to affect the response of the experiment. The controlled 
factors included experimenter control, tension, and test experimenter control, which were 
the same for every experiment; the same machine was used throughout and the gold wire 
bonding material came from the same lot of material throughout the experimental process. 
Based on the fractional factorial analysis, results can obtain the regression model to 
predict bond shear strength over the experimental region. This regression model of the 
bond shear strength is Eq. 1. 

 (1) 

where 1 2 3 4, , ,x x x x , and 5x  are the factors of the experiment that represent (A), (B), (C), 
(D), and (E). 's  coefficients can be obtained from the effect estimates. 0  is the average 
effect of all responses in the 38 experiments. 

Residual analysis of the fractional factorial test results for the bond shear strength was 
a preliminary examination, with the results obtained from the actual experiment shown to 
be consistent. Three parts were considered: the requirements that the residues must have a 
normal distribution and, in considering the normal distribution of the residuals, the normal 

0 1 1 2 2 3 3 4 4 5 51y x x x x x     = + + + + +
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probability plot and the histogram were further considered. The final test of the residuals 
of the trial versus the prediction value (versus fits) was considered to be the residual from 
the trial order (versus order) [18,19].  

3. RESULTS
The results obtained from a fractional factorial experiment with 38 trials are shown in

Table 2 as the ball shear strengths are recorded. 

Table 2: The fractional factorial result of bond shear strength 
Experiment parameter Ball 

shear 
strength 

Std 
Order 

Run 
Order 

Center 
Pt 

Blocks Ball 
Force 

Ball 
Time 

USG 
Current 

EFO 
Current 

EFO 
Gap 

18 1 1 1 90 1 20 40 25 55.23 
5 2 1 1 70 1 50 40 25 51.55 
9 3 1 1 70 1 20 50 25 52.09 
7 4 1 1 70 3 50 40 35 51.51 

19 5 1 1 70 3 20 40 25 52.31 
10 6 1 1 90 1 20 50 35 54.04 
13 7 1 1 70 1 50 50 35 52.27 
8 8 1 1 90 3 50 40 25 53.94 

31 9 1 1 70 3 50 50 25 51.08 
30 10 1 1 90 1 50 50 25 55.35 
15 11 1 1 70 3 50 50 25 51.78 
37 12 0 1 80 2 35 45 30 54.02 
38 13 0 1 80 2 35 45 30 51.64 
6 14 1 1 90 1 50 40 35 54.79 

35 15 0 1 80 2 35 45 30 52.17 
33 16 0 1 80 2 35 45 30 52.95 
23 17 1 1 70 3 50 40 35 53.58 
2 18 1 1 90 1 20 40 25 55.25 

21 19 1 1 70 1 50 40 25 52.80 
22 20 1 1 90 1 50 40 35 54.50 
29 21 1 1 70 1 50 50 35 51.28 
12 22 1 1 90 3 20 50 25 53.69 
32 23 1 1 90 3 50 50 35 52.80 
16 24 1 1 90 3 50 50 35 54.99 
20 25 1 1 90 3 20 40 35 54.69 
1 26 1 1 70 1 20 40 35 51.88 

14 27 1 1 90 1 50 50 25 53.84 
3 28 1 1 70 3 20 40 25 51.80 

17 29 1 1 70 1 20 40 35 52.79 
28 30 1 1 90 3 20 50 25 54.77 
4 31 1 1 90 3 20 40 35 53.49 

34 32 0 1 80 2 35 45 30 52.51 
27 33 1 1 70 3 20 50 35 51.59 
36 34 0 1 80 2 35 45 30 53.39 
11 35 1 1 70 3 20 50 35 50.85 
26 36 1 1 90 1 20 50 35 53.28 
24 37 1 1 90 3 50 40 25 53.02 
25 38 1 1 70 1 20 50 25 52.05 

3.1  Analysis Effect of Factors 
Analysis of the results from the design of the fractional factorial experiments was 

performed using the Minitab program. The results were found to be a significant factor by 
a P-value of less than 0.05 = , which is statistically significant [20]. The factor affected 
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the bond shear strength to a statistically significant degree. The bond force is shown in 
Table 3, which presents the results of the sum of the square of the factors calculated from 
the fractional factorial test. Figure 5 shows the factors affecting the bond shear strength in 
the gold wire bonding process via a normal probability plot of the fractional factorial. The 
results were used to examine the curvature of the regression model, with the bond shear 
response evaluated by analysis of variance. The P-value was found to be greater than the 
level of statistical significance according to the linear regression model. 

Table 3:. Analysis of variance (ANOVA) of bond shear strength 
Source DF Seq 

SS 
Adj 
SS 

Adj 
MS 

F 
Value 

P 
Value 

Significant 

Main Effects 5 45.039 45.039 9.008 13.740 0.000 Significant 
Bond Force 1 41.598 41.598 41.598 63.430 0.000 Significant 
Bond Time 1 1.578 1.578 1.578 2.410 0.136 

USG Current 1 0.014 0.014 0.014 0.020 0.884 
EFO Current 1 1.697 1.697 1.697 2.590 0.123 

EFO Gap 1 0.152 0.152 0.152 0.230 0.635 
Two-Way Interactions 10 4.066 4.066 0.407 0.620 0.780 

Bond Force*Bond Time 1 0.228 0.228 0.228 0.350 0.562 
Bond Force*USG Current 1 0.093 0.093 0.093 0.140 0.711 
Bond Force*EFO Current 1 0.299 0.299 0.299 0.460 0.507 

Bond Force*EFO Gap 1 0.243 0.243 0.243 0.370 0.550 
Bond Time*USG Current 1 0.002 0.002 0.002 0.000 0.956 
Bond Time*EFO Current 1 0.101 0.101 0.101 0.150 0.699 

Bond Time*EFO Gap 1 0.611 0.611 0.611 0.930 0.345 
USG Current*EFO Current 1 0.241 0.241 0.241 0.370 0.551 

USG Current*EFO Gap 1 1.507 1.507 1.507 2.300 0.144 
EFO Current*EFO Gap 1 0.742 0.742 0.742 1.130 0.300 

Curvature 1 0.483 0.483 0.483 0.740 0.400 
Residual Error 21 13.771 13.771 0.656 

Pure Error 21 13.771 13.771 0.656 
Total 37 63.360 
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Fig. 5: Normal probability plot of factor that affect to the bond shear strength. 
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3.2  Residual Analysis 
The results of the analysis of the graphs (normal probability plot) and histogram of the 

experiment showed that the residues of the bond shear strength were normal distribution, 
with no trend found. For versus fits, there was a random distribution, with no distribution 
as a trend or pattern occurring. For versus order, the nature of the residual distribution with 
the trial sequence was random, indicating that the error in the trial sequence was 
independent, as shown in Fig. 6. The bond shear strength therefore showed no 
abnormalities or residual tend, showing that the results of the experiment were consistent 
with the prerequisites of the experiment. Therefore, these experimental results were able to 
be used. 
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Fig. 6: Residual plot for the fractional factorial test. 

3.3  Regression Model 
The regression model showed that increasing the bond force factor in the gold wire 

bonding process would increase the bond shear force strength. For other factors, it will 
have the opposite effect. The production process should be carefully considered when 
adjustments are made in order to take advantage of the regression model to maximize 
performance. The regression model was concluded and is described in Eq. 2. 

1 2 3 4 51 46.64 0.11 0.86 0.11 0.08 0.24y x x x x x= + − − − +              (2) 

where,
1y  is the bond shear strength, 1x is the bond force, 2x is the bond time, 3x is the USG 

current, 4x is the EFO current, and 5x is the EFO gap. 

4. CONCLUSION
The statistical method of fractional factorial experiment is a suitable method to 

determine the effect of large factors in the gold wire bonding process. The experiment was 
used to determine the effect of five factors by two replications and 3 center point 
experiments per replication to check the curvature of the regression model. The statistical 
significance level of the experiments is 0.05 = , a total of 38 trial experiments were 
performed. The experiment factors of bond force, bond time, USG current, EFO current, 
and EFO gap were investigated. The factor found to affect the bond shear strength in the 
process is the bond force factor of the gold wire bonding process. The regression model 
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demonstrated the correlation between coherence that would influence mutual bonding and 
thereby increase the bond shear strength of the gold wire and increase the strength of the 
bond force. In these experiments, the expired gold wire bonding capillary is studied. The 
factors of the shear forces of the welds are different from that of the relevant studies with 
many factors of the strengths of the welds. For reusing the parts, the bond force is the only 
factor that significantly affects the increase in the shear force. Therefore, if the 
manufacturers consider to re-use the expired gold wire bonding capillaries or to increase 
the useful lives, they can just adjust the bond force of welding to obtain the appropriate 
shear force. 
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ABSTRACT:   The potential of natural fibers as one of the candidate materials in the 
production of fiber-reinforced polymer composites have been widely investigated. In the 
current study, natural fiber-reinforced polymer composite was fabricated by employing 
woven kenaf fiber as a reinforcing agent with epoxy resin that acts as a matrix 
constituent. This composite sample was fabricated using the application of the vacuum 
infusion method in which the content of kenaf fibers was varied from 30 vol.%, 40 
vol.%, and 50 vol.%. The effects of different fiber loadings toward mechanical and 
physical properties as well as failure properties of kenaf composite were then evaluated. 
Kenaf composites were subjected to mechanical tests including tensile and flexural tests. 
The result shows that the highest tensile strength and modulus were attained at 76.67 
MPa and 2.31 GPa, respectively with kenaf composite fabricated with 40 vol.% fiber 
content. Meanwhile, the highest flexural strength and modulus were recorded at 61.24 
MPa and 4.20 GPa, also corresponding to kenaf composite that is loaded with 40 vol.% 
fibers. Fiber pull-out failure was able to be detected in fabricated kenaf composites. 
Meanwhile, fiber breakage resulting from flexural failure could also be observed in the 
kenaf composite samples. Apart from that, it was found that as more kenaf fiber was 
loaded in the composites, the rate of water absorption tended to increase where the 
highest rate of water absorption was found at 43.33%, displayed by kenaf composite 
with 50 vol.% of fiber content.  

ABSTRAK: Potensi gentian semula jadi sebagai salah satu bahan dalam penghasilan 
komposit polimer bertetulang gentian telah banyak dikaji. Dalam kajian terkini, 
komposit polimer yang diperkuat dengan gentian semula jadi dibuat dengan 
menggunakan serat kenaf tenunan sebagai agen penguat dan resin epoksi yang bertindak 
sebagai matriks. Sampel komposit ini dibuat menggunakan kaedah infusi vakum di mana 
kandungan serat kenaf digunakan adalah 30 vol.%, 40 vol.%, dan 50 vol.%. Kesan 
kandungan serat yang berbeza terhadap sifat mekanikal dan fizikal serta sifat kegagalan 
komposit kenaf kemudiannya dinilai. Komposit Kenaf diuji dengan ujian tegangan dan 
lenturan. Hasilnya menunjukkan bahawa kekuatan tegangan dan modulus tertinggi 
dicapai pada 76.67 MPa dan 2.31 GPa, milik komposit kenaf yang dibuat dengan 
kandungan serat 40 vol.%. Sementara itu, kekuatan dan modulus lenturan tertinggi 
dicatatkan pada 61.24 MPa dan 4.20 GPa juga milik komposit kenaf yang dimuatkan 
dengan serat 40% vol. Kegagalan serat terkeluar dapat dikesan pada komposit kenaf 
buatan. Sementara itu, kerosakan serat akibat kegagalan lenturan juga dapat dilihat pada 
sampel komposit kenaf. Selain itu, didapati bahawa semakin banyak serat kenaf yang 
dimuatkan dalam komposit, cendurung meningkatkan kadar penyerapan air di mana 
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kadar penyerapan air tertinggi didapati pada 43.33% yang ditunjukkan oleh komposit 
kenaf dengan kandungan serat 50% vol. 

KEYWORDS: natural fiber; kenaf composite; mechanical properties 

1. INTRODUCTION
The exploitation of natural fibers such as kenaf, hemp, sisal, and bamboo has been

widely adopted in the production of fiber-reinforced composite materials [1,2]. The 
growth of natural-based composites is due to the properties of natural fibers, especially in 
terms of cost and biodegradability characteristics [3,4]. Moreover, the excellent 
biodegradability displayed by natural fibers can impart a positive impact on the 
environment due to the ability to form green bio-composite materials. Furthermore, the 
capability of natural fibers in offering outstanding attributes including non-abrasiveness, 
low density, as well as exhibiting a comparable specific strength, is another driving force 
in the utilization of this fiber as a reinforcement in fiber-reinforced composite materials 
[5,6]. 

Therefore, there are many works available in open literature that have reported on the 
potential of natural fiber utilization in many engineering applications such as construction, 
electronic, and automotive industries [7,8]. For example, Javadian et al. [9] have 
investigated the mechanical properties of bamboo fiber to be embedded in composites for 
construction uses. Moreover, Gupta [10] has studied the potential of jute composites for 
electronic applications. The author has found that jute composite shows acceptable 
dynamic mechanical properties that are suitable for application in making the casing for 
electronic devices such as mobile phones and laptops. Recently, Yang et al. [11] have 
reviewed the future of cellulosic fiber-based (kenaf, bamboo, banana, and pineapple leaf) 
composites for marine applications. The authors have mentioned that cellulosic fibers 
(natural fibers) gain great attention in marine applications due to the drawbacks of 
synthetic fibers, including high cost, poor recyclability, and high embodied energy.  

Moreover, synthetic-based composites are often disposed of in improper ways. 
Incineration after end-of-service may cause serious air pollution and this is another reason 
that prompted the idea of developing natural fiber-based composites [12]. It is believed 
that the introduction of natural fibers in composite industries has created a new option, 
especially for the manufacturers in developing cost-effective green products with 
comparable mechanical properties. Recently, the potential of kenaf fibers to be used as 
door panels in automotive parts has been discovered [13]. Thus, it is necessary to have 
continuous research that explores the potentials, limitations, and barriers in growing 
natural fiber composites so that the properties and behaviors of this composite can be 
properly verified. Therefore, the current research is one of the approaches taken to ensure 
continuity in the development of natural fiber-based composites in order to discover the 
abilities of these natural resources for future use. 

2. MATERIALS AND EXPERIMENTAL DESIGNS
2.1  Materials 

Plain woven kenaf fiber with an average thickness of 0.8×10-3 m and density of 1220 
kg/m3 was utilized as a reinforcing element. Meanwhile, epoxy resin grade INF – 114 with 
corresponding hardener INF – 212 and density of 1140 kg/m3 was applied as a matrix 
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constituent to bind the fibers where the ratio of epoxy-to-hardener was fixed at 100:24.7 
(g). 
2.2  Preparation of Kenaf Reinforced Epoxy Matrix Composites 

Kenaf composites were fabricated based on three different fiber loadings including 30 
vol.%, 40 vol.%, and 50 vol.%. Woven kenaf fibers were cut into dimensions of 300 mm × 
150 mm and 150 mm × 150 mm for tensile test and flexural test, respectively. Meanwhile, 
pristine epoxy was also fabricated as a control sample. The fabrication process involves 
the application of vacuum infusion method in which epoxy resins were infused within the 
layer of kenaf fibers using constant pressure at -100 kPa supplied from a vacuum pump. 
The curing process at room temperature was performed for 24 hours once the epoxy resin 
completely covered the plies of kenaf fibers in order to solidify the composite panels. Fig. 
1 illustrates the schematic diagram of experimental set up for fabrication of kenaf 
composite panels via vacuum infusion method. 

 
Fig. 1: Schematic diagram of the vacuum infusion layout 

in the fabrication of kenaf composite panel. 

2.3  Characterization of Kenaf Composite Panels  
Kenaf composites were subjected to three main characterizations including 

mechanical, physical, and morphological analyses. The mechanical properties were 
characterized under tensile and flexural tests. For tensile test, samples were cut into 
dimension of 250 mm × 25 mm in accordance with ASTM D3039. This testing was 
performed using a Universal Testing Machine (UTM) Instron 5582 with a load of 100 kN 
and crosshead speed of 2 mm/min. Meanwhile, for the flexural test, the same machine was 
used where samples were prepared with a dimension of 127 mm × 13 mm corresponding 
to ASTM D970. The same load of 100 kN and crosshead speed 2 mm/min were applied 
during the bending test.  

The water absorption (WA) test was carried out based on ASTM D570 in which the 
fabricated kenaf composites were dried inside an oven at a temperature of 70 ℃ for 24 
hours in order to identify the initial weight. Then, samples were immersed inside the 
distilled water. The weight of composites was measured every day until 30 days and the 
rate of water absorption was calculated using the following formula: 

𝑊𝐴 =
𝑀1 −  𝑀0

𝑀0
 × 100 (1) 

where WA stands for water absorption, M0 denotes the initial mass of the specimen, and 
M1 represents the dried mass of the sample after removing from the distilled water. 
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The tensile fracture surfaces were characterized using a scanning electron microscope 
(SEM) model JOEL JSM-5600. The specimens were coated with Palladium (Pd) where 
the coating process was performed using a Quarom SC7620 Sputter Coater at 10 Kv 
voltage. Flexural failure modes were examined using an optical microscope (Nikon 
Measuring Microscope Trinocular Head, model MM-TRF). 

3. RESULTS AND DISCUSSION
3.1  Tensile Properties of Kenaf Reinforced Epoxy Matrix Composites 

Figure 2(a,b) shows the tensile properties of fabricated kenaf composites at three 
different fiber loadings (30 vol.%, 40 vol.%, and 50 vol.%) and also pristine epoxy as a 
control sample. From the figure, the tensile strength and modulus of pristine epoxy was 
recorded at 45 MPa and 1.52 GPa, respectively. The incorporation of kenaf fiber has 
improved the values of tensile strength and the modulus of the fabricated composite panel. 
Moreover, it can be noticed that, when the fiber content was increased from 30 vol.% to 40 
vol.%, the tensile strength of the fabricated kenaf composites increased. However, when 
kenaf fibers were loaded up to 50 vol.% in the composite system, the value of tensile 
strength was prone to be decrease. Specifically, the highest tensile strength attained was 
76.67 MPa when 40 vol.% fibers were loaded into the system where the performance of 
tensile strength decreased by 7.45% (70.96 MPa) when 30 vol.% fiber content was 
utilized. Surprisingly, the value of tensile strength drastically decreased by 34.08% (50.54 
MPa) when the level of fibers increased to 50 vol.%. The same trend as tensile strength 
was observed in the value of the tensile modulus, which increased in the level of fiber 
content from 30 vol.% (2.09 GPa) to 40 vol.% (2.31 GPa). This improved the behavior of 
tensile modulus. Whereby, the increment of fiber content up to 50 vol.% (1.88 GPa) 
resulted in a decrement in the performance of the tensile modulus. 

Fig. 2: (a) Tensile strength and (b) tensile modulus of fabricated kenaf 
composites at different fiber contents. 

It is believed that the behavior of the tensile properties was influenced by the adhesion 
characteristic between the plies of kenaf fibers with epoxy resin. This is in agreement with 
Cisneros-López et al. [14] where outstanding tensile properties were probably due to the 
formation of a better fiber-matrix interface that resulted from excellent adhesion between 
fiber and matrix phases. With regards to the current work, the results indicate that the 
epoxy resin can provide sufficient support in binding the kenaf fibers at 40 vol.% fiber 
content in which the formation of high lamination quality was achieved at this condition. 
With regards to the current work, the results indicate that the epoxy resin can provide 
sufficient support in binding the kenaf fibers at 40 vol.% fiber content in which the 
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formation of high lamination quality was achieved at this condition. It is due to its ability 
to form a strong fiber-matrix interface between the kenaf fibers and the epoxy resin. 
Therefore, 40 vol.% kenaf composite is able to endure more tension load as compared to 
30 vol.% and 30 vol.% before experiencing permanent tensile failure. Figure 3 shows the 
stress-strain curve of kenaf composites at different fiber loadings. From the stress-strain 
curve, a steep slope can be observed in the kenaf composite that was loaded with 40 vol.% 
fibers. In fact, the steep slope indicates the composite material tends to exhibit higher 
tensile modulus as compared to the composite that displays the low slope [15]. It is due to 
the ability to reach a high fracture point before experiencing external tensile failure. It 
seems that kenaf composites fabricated with 40 vol.% display higher fracture points than 
30 vol.% and 50 vol.% kenaf composites. Meanwhile, the lowest fracture point was 
noticed in kenaf composite that produced using 50 vol.% of fibers. These findings have 
validated the results obtained in tensile properties discussed in the previous point. 
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Fig. 3: The stress-strain curve of fabricated kenaf composites at different fiber loadings. 

Figure 4(a–f) shows the micrographs for each of the kenaf composites. The 
appearance of fiber agglomeration due to poor wettability between fibers and matrix can 
be detected in the fabricated kenaf composites especially in kenaf composites 50 vol.% of 
fiber content. Severe fiber agglomeration in the 50 vol.% kenaf composite signifies this 
composite panel experienced poor adhesion between fibers and matrix constituent in 
which fibers can separate easily from the matrix during the application of tension loads. 
Based on Fig. 4(b), kenaf composite that was loaded with 40 vol.% fibers was able to 
display better fiber-matrix lamination than 30 vol.% and 50 vol.% kenaf composites. At 
high magnification, all fabricated kenaf composites exposed toward fiber pull-out failure 
as shown in Fig. 4(d–f). From Fig. 4(f), it can be noticed that the presence of the gap 
between matrix phase and fiber appeared in kenaf composite with 50 vol.% fiber loading. 
This reveals that epoxy resin was unable to bind the fibers efficiently and therefore 
disturbed the process of transferring tension load from matrix to fibers. As a result, kenaf 
composite with 50 vol.% was prone to show poor tensile strength and modulus. This is in 
agreement with the findings from the previous discussion. 
3.2  Flexural Properties of Kenaf Reinforced Epoxy Matrix Composites 

Flexural properties of fabricated pristine epoxy and kenaf composites at three 
different fiber loadings, namely 30 vol.%, 40 vol.%, and 50 vol.% are shown Fig. 5(a,b). 
Based on Fig. 5(a), the value of flexural strength and modulus of pristine epoxy stated at 
48.52 MPa and 3.26 GPa, respectively.  
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Fig. 4: Tensile fracture micrographs of fabricated kenaf composites – (a) 30 vol.%, (b) 40 
vol.%, and (c) 50 vol.% fiber loadings at ×25 magnification and (d) 30 vol.%, (e) 40 

vol.%, and (f) 50 vol.% fiber loadings at ×150 magnification. 

The increment in the trend of flexural strength can be spotted when kenaf fibers were 
introduced into the composite system. Moreover, when kenaf fiber was increased from 30 
vol.% to 40 vol.%, the highest flexural strength can be observed at the value recorded at 
61.24 MPa. It is believed that this increment is due to the adequacy of epoxy resins to 
laminate the fiber efficiently [16]. As a result, once the bending load touched the 40 vol.% 
kenaf composites, the loads were carried by the whole system rather than the individual 
ply. Therefore, greater loads are needed to break the sample before suffering from flexural 
failure. The introduction of 50 vol.% kenaf fibers result in reducing the performance of the 
composite material where the value of flexural strength was reduced by 16.88% in 
comparison to 40 vol.% fiber content. It indicates that, the utilization of kenaf fibers up to 
50 vol.% was unable to provide optimum reinforcing effect toward the composite system. 
Moreover, at high level of fiber content, it is difficult for natural-based composite 
materials to maintain their strong fiber-matrix interface due to poor compatibility with 
most polymer matrices [17]. Therefore, this composite material is incapable of staying 
longer under bending loads, hence, resulting in poor flexural properties. A similar pattern 
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of flexural strength was found in the values of flexural modulus in which the highest 
flexural modulus gained at 4.2 GPa belongs to kenaf composite loaded with 40 vol.% 
fibers. The values of flexural modulus decreased by 10.23% and 25% with the 
employment of 30 vol.% and 50 vol.% fiber content, respectively. 

 
(a)                                                         (b) 

Fig. 5: (a) Flexural strength and (b) flexural modulus of kenaf composites 
fabricated with different fiber contents. 

 
Fig. 6: Flexural failure of kenaf composites at (a) 30 vol.%, (b) 40 vol.%, 

and (c) 50 vol.% of fiber content. 

Figure 6(a–c) visualizes failure modes of kenaf composites under a flexural condition. 
The behavior of crack initiation and propagation can be explained based on this figure. 
The cracks start to initiate at the bottom part of the kenaf composites when the upper part 
of composite panels are unable to resist the applied bending load due to high stress 
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flexural failure 

Crack initiation Crack initiation 

Crack 
propagation Crack 

propagation 
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concentration. Then, these cracks spread and propagate in the middle layer of kenaf 
composites until reaching the maximum fracture point and causing permanent bending 
failure. Based on Fig. 6(a-c), all the fabricated kenaf composites suffered from fiber 
breakage failure in which this failure was probably due to the presence of microcracks 
resulting from the incapability of composite panels to maintain their strong interfacial 
bonding between fiber-matrix interfaces [18]. Severe fiber breakage occurred in the kenaf 
composite that was fabricated using 50 vol.% fibers where it caused the composite panel 
to separate. This indicates that cracks can infiltrate easily within the layers of 50 vol.% 
kenaf composite due to poor interfacial bonding between layers of kenaf fiber and epoxy 
resins. Based on Fig. 6(b), less crack propagation can be noticed in the kenaf composite 
with 40 vol.% fiber content contrasted over 30 vol.% and 50 vol.% composite panels. The 
formation of a better fiber-matrix interface due to high wettability between kenaf fibers 
and epoxy resins has slowed down the propagation of cracks within the composite body. 
As a result, kenaf composite with 40 vol.% compositions of fibers capable of enduring 
more bending loads and consequently helping this composite to exhibit better flexural 
properties as compared to the other kenaf composites. 
3.3  Water Absorption Behavior of Kenaf Composite Panels 

Figure 7(a) shows the rate of water absorption for kenaf composites fabricated with 
three different fiber loadings. The rate of water absorption was measured every day up to 
30 days. At the beginning of the process, the rate of water absorption for kenaf composites 
in all-fiber loadings increased linearly, then the trend of water uptake started to slow down 
until reaching saturation after a prolonged period. This trend was in accordance with the 
diffusion theory known as the Fickian diffusion process [19]. Based on the graph, the 
highest rate of water absorption was displayed by kenaf composite fabricated using 50 
vol.% fibers (43.33%), followed by kenaf composite with 40 vol.% fiber content (30.46 
%). Whereby, the lowest rate of water absorption recorded at 25.49% belongs to kenaf 
composite that loaded with 30 vol.% fibers. These values indicate that increases in the 
amount of kenaf fibers in the composite system tend to increase the rate of water 
absorption of fabricated composite panels. 

Fig. 7: The rate of water absorption of kenaf composites at 30 vol.%, 40 vol.%, 
and 50 vol.% fiber content for 30 days. 

This phenomenon occurred due to the nature of natural fibers in which they are very 
responsive to the watery environment [20]. The presence of cellulose components in kenaf 
fibers denotes hydroxyl groups that are the principal contributors to moisture absorption 
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and increase the attractiveness to the watery condition [21]. The presence of OH groups 
from cellulose has been confirmed by FTIR spectra as shown in Fig. 7(b). Thus, increasing 
the level of kenaf fibers will increase the tendency of the composite panel to absorb more 
water as compared to the composite with fewer kenaf fibers composition. Moreover, it 
also believed that high water absorption, especially in kenaf composite with 50 vol.% fiber 
contents, is probably due to the ineffectiveness of epoxy resins to play their role as a 
barrier in protecting the composite from the watery environmental attack. Therefore, it 
may contribute to the fiber swelling phenomena in which this event can promote the 
appearance of microcracks [21]. Thus, the process of water uptakes becomes dominant 
and active in the microcrack region. As a result, kenaf composite panels with higher fiber 
content (50 vol.%) are prone to absorb more water in comparison to kenaf composites that 
are loaded with low fiber content (30 vol.% and 40 vol.%). 

4. CONCLUSION
The behaviors of kenaf composites in terms of mechanical properties, water

absorption, and failure analyses have been studied where the effects of fiber contents 
toward these properties were carefully evaluated. Thus, it can be concluded that: 
a) The incorporation of kenaf fibers from 30 vol.% to 40 vol.% successfully improved

the mechanical properties (tensile and flexural properties) of fabricated composite
panels as compared to the pristine epoxy. Whereas the utilization of kenaf fibers up to
50 vol.% has reduced the performances of tensile and flexural properties of kenaf
composites.

b) Common tensile failure, which is fiber pull-out able to be detected in all fabricated
kenaf composites, and fiber breakage failures appeared in the flexural failure. These
failures were severely found in the kenaf composite that was fabricated using 50
vol.% fiber content.

c) Increasing in the level of kenaf fibers is prone to increase the rate of water absorption
of fabricated kenaf composite panels.
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ABSTRACT:   In this paper, the effect of magnetic field on lubricating cooling liquids, 
which are used in the cutting process in manufacturing, was studied. We chose three 
different lubricating cooling liquids that are commonly used in local manufacturing 
factories to conduct the experiment. Three main properties of these lubricoolants, boiling 
point, kinematic viscosity, and density, were analysed after magnetizing them. The 
magnetization processes were conducted in two conditions of liquids. At the first stage, 
the authors magnetized the liquids in stationary conditions; at the second stage, they 
magnetized the flowing liquids and analysed the difference among all the obtained results. 
This article shows the results of the comparisons and analyses the magnetic field influence 
on different types of fluids. Moreover, the paper investigates the dependence of magnetic 
field strength on the influence of magnetic field on liquids. It was found that the examined 
three parameters of liquids were changed after magnetic field treatment. The finding of 
this research offered a simple approach to improve the lubricating and cooling process in 
machining details in manufacturing.  

ABSTRAK: Dalam makalah ini, pengaruh medan magnet pada cecair pendingin pelincir, 
yang digunakan dalam proses pemotongan dalam pembuatan, telah dikaji. Kami memilih 
tiga cecair penyejuk pelincir berbeza yang biasa digunakan di kilang pembuatan tempatan 
untuk menjalankan eksperimen. Tiga sifat utama pelincir ini seperti takat didih, kelikatan 
kinematik, dan ketumpatan dianalisis setelah memagnetkannya. Proses pembesaran 
dilakukan dalam dua keadaan cecair. Pada peringkat pertama, kami memagnetkan cecair 
dalam keadaan pegun dan membandingkan hasilnya; pada peringkat kedua, kami 
memagnetkan cecair semasa mengalir dan menganalisis perbezaan antara hasil yang 
diperoleh. Artikel menunjukkan hasil perbandingan ini dan menganalisis pengaruh medan 
magnet pada pelbagai jenis cecair. Lebih-lebih lagi, makalah ini meneliti pergantungan 
kekuatan medan magnet terhadap pengaruh medan magnet pada cecair. Didapati bahawa 
tiga parameter cecair yang diperiksa diubah setelah rawatan medan magnet. Penemuan 
penyelidikan ini menawarkan pendekatan mudah untuk meningkatkan proses pelinciran 
dan penyejukan dalam perincian mesin dalam pembuatan. 

KEYWORDS: boiling point; cutting, liquid; magnetic field; manufacture 
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1. INTRODUCTION  
There are many scientific works about the effect of magnetic field on the physical and 

chemical properties of water. When liquids are exposed to magnetic field effects, they 
become magnetized liquids. Nikolskiy et al. analytically and experimentally investigated 
the influence of magnetic and electric fields with tension gradient in the direction of the 
movement of the contacting gas-liquid phases [1]. Rashid at al. presented an investigation 
of water evaporation through a magnetic field of 0.5 T, which was located at different 
locations of tested water height (water-air interface, water mid-height, and bottom) [2]. 
Amiri and Dadkhah investigated whether or not a physical water treatment reduces the 
surface tension of water, as reported in some scientific literature [3]. Tritigin et al. studied 
the influence on the microflora of water-oiled lubricating cooling liquid of a weak 
electromagnetic pulse field [4]. Ageev noted that one of the hypotheses explaining the effect 
of a weak magnetic field on biological objects is that water properties were changed by 
magnetic field [5]. Hassan and Rahmon’s study is a step towards gaining a better 
understanding of the effect of magnetism on water properties and on the biology of culture 
organisms, such as the brine shrimp, Artemia salina. Their study evaluated the effects of 
magnetic field exposure on water properties, which in turn affected the hatchability of A. 
salina [6]. Baresel et al. have taken the concept of water treatment by functionalized 
magnetic particles one step forward by integrating the technology into a complete proof of 
concept, which included the preparation of surface-modified beads, their use as highly 
selective adsorbents for heavy metals ions (zinc, nickel), and their performance in terms of 
magnetic separation [7]. Mardonov et al. studied the effect of magnetic field on the dynamic 
viscosity coefficient of flowing water. They found that the dynamic viscosity coefficient of 
water changed after magnetization. They magnetized flowing water using different 
magnetic field strengths. After magnetization, they measured the coefficient and found that 
dynamic viscosity of water was decreased [8]. 

The effect of magnetic field on liquids is still a controversial issue, and there is a lack 
of research in this field. Almost all of the research about magnetic field effect on liquids 
were conducted on water and the majority of that research was effectively used in the 
agriculture field. The authors of this paper suggest that use of magnetic field treatment in 
the manufacturing process would have a great advantage. 

Although many scientific works about the influence of magnetic field on some 
parameters of water have been reported from many studies, no scientific works analysed the 
effect of magnetic field on lubricating cooling liquids, which are used in cutting processes. 
Kinematic viscosity, boiling point, and density are effectively the most important 
parameters of lubricating cooling liquids used in cutting processes. Analysing the influence 
of magnetic fields on the properties of lubricants would help to increase the efficiency of 
machining and increase the wear resistance of the cutting tool. The purpose of this research 
work is to study the effect of magnetic field on these three properties of lubricating cooling 
liquids such as boiling point (heating from room temperature until the liquids boil), 
kinematic viscosity, and density. The experiment suggests that some parameters of liquids, 
such as boiling point, kinematic viscosity, and density were changed by the magnetic field.  
It is essential to point out that in this research, three different liquids were studied, including 
water, and the results were applicable for other types of liquids. It has been proven, here, 
that magnetic field treatment decreases the boiling point of any liquid with respect to the 
magnetic field strength. In addition, the effect of magnetic field on kinematic viscosity and 
density of liquids were investigated in this study. Moreover, the influence of the magnetic 
field strength on magnetization effect was studied. 
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2. METHODS AND MATERIALS
2.1  Magnetization 

The first liquid (liquid-1) was tap water and it was from a local water supply company 
(“Suvsoz”, Uzbekistan), the second and the third liquids (liquid-2 and liquid-3) were taken 
from a local manufacturing factory (Meridian-A). These three liquids were used as 
lubricating cooling liquids in the “Meridian-A” manufacturing factory. The second liquid, 
liquid-2, was a compound of water and K2Cr2O7 powder with 0.2% concentration. More 
accurately, m=50 grams K2Cr2O7 powder was dissolved in m0=25 kg of water. Lubricating 
cooling liquid with that concentration is used in cutting details made from mild steel. Liquid-
3 is also a lubricating cooling fluid and it is mainly used for machining details where the 
material’s hardness is higher (hard alloys) than other details. It is a 5% concentration of 
special cutting fluid marked BM-76M with water. 

The magnetizing equipment UMD-1 was developed for magnetizing liquids, the 
equipment consisted of 8 magnets, and the size of each magnet was 120x80x16 (length, 
width, height) with a minimum strength of 40 Mt. The details of UMD-1 magnetizing 
equipment are given in Fig. 1. 

Fig. 1: UMD-1 magnetizing equipment.  
1 – Magnets on the top, 2 – magnets below, 3 – wooden part for separation. 

Four magnets (1) were placed on the other four (2) with a gap between them. They were 
separated by a non-conductor material (3) between them. Three types of magnetic field 
strength (40 mT, 60 mT, 80 mT) were selected to magnetize the liquids and magnetic field 
strength was controlled by changing the distance between magnets. More clearly, changing 
the non-magnetic parts with ones of different height, resulted in various magnetic field 
strengths. A PVC pipe was placed between the magnets, and its diameter was 10 mm. Four 
hundred eighty mm of the polyvinyl chloride (PVC) pipe passed through UMD-1 
magnetizing equipment and this was the length of the magnetic field. When a liquid flowed 
through the PVC pipe, it turned into a magnetized liquid. All of the samples circulated at a 
flowing speed of 0.4 m/s for 30 min in UMD-1 magnetizing equipment. The scheme of the 
magnetizing process is given in Fig. 2. 

Fig. 2: 1 – UMD-1 magnetizing equipment, 2 – PVC pipe, 3 – container, 4 – pump, 5 
– liquid, 6 – tap, 7 – flowing direction of the liquid.

329



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Odilov et al. 
https://doi.org/10.31436/iiumej.v22i2.1768 

 

The magnetic field strength, magnetizing condition, and velocity of liquids were 
considered as three influential factors that affected the changes caused by the magnetic field 
[9,10]. Therefore, all of the experiments were conducted in the same laboratory conditions 
and the specification of the laboratory conditions is given in Table 1. 

Table 1: Example system technical data  
Item Value 

Atmospheric pressure 770 mmHg 
Humidity 80% 

Height above sea level 440 meter 
Flowing speed of liquid 0.4 m/s 

Diameter of the PVC 10 mm 

2.2  Measurement of the Kinematic Viscosity 
A capillary glass viscometer VPJ-4 (Fig. 3) is one of the commonly used devices to 

measure the viscosity coefficient of liquids and it was designed to determine the kinematic 
viscosity of liquids in accordance with GOST 33-66. Its range of measurement is from 0.6 
mm2/s to 10000 mm2/s and it was very easy to measure and is also a popular method for 
measurement in laboratory conditions. Capillary viscometer VPJ-4 (Fig. 3) is a device in 
the form of a U-shaped tube, the elbow (1) is soldered with the capillary (5). Measuring 
viscosity by a viscometer is based on the determination of the time required for a certain 
volume of liquid to flow out through the capillary. 

                                 
                                    (a)                                                              (b) 

Fig. 3: VPJ-4 capillary viscometer.  
1, 2 – bend of the viscometer; 3 – discharge pipe; 4 – upper reservoir of the 

viscometer; 5 – capillary; 6 – lower reservoir of the viscometer; M1 and M2 – labels, 
limiting the measured volume of the lower reservoir viscometer. 

To determine the flow time to the discharge pipe (3), a rubber tube connected to a rubber 
bulb was inserted. Then, holding the bend (2), the viscometer was turned over and the bend 
(1) was immersed in a reservoir with liquid. The liquid was sucked in (with a pear) to the 
M1 mark, without letting air bubbles form in the liquid. At the moment when the liquid 
reached the M2 mark, the device was removed from the vessel and immediately turned over 
to its original position. Excess fluid was removed from the bend (1), the rubber tube was 
removed from the bend (2), and it was put on the bend (1). Then, the viscometer was placed 
in the thermostat so that the expansion (4) was lower than the liquid level in the thermostat. 
It was kept in a thermostat for more than 30 minutes at a given temperature and then the 
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liquid was sucked into the bend to the level of one-third of the expansion (4). The rubber 
tube was disconnected and the time for the meniscus level to drop from the M1 mark to the 
M2 mark was measured with a stopwatch. 

The diameter of the capillary was 3.55 mm. The kinematic viscosity of the liquid was 
determined using the following Eq. (1) [GOST 33-66], 

𝑉 =
𝑔

9.807
∙ 𝑇 ∙ 𝐾 (1) 

where,  
K – Constant of the viscometer (9.224 mm2/s2 according to GOST 33-66) 
V – Kinematic viscosity of liquid [mm2/s] 
T – Liquid flow time in seconds 
g – Acceleration of gravity [m/s2] 

2.3  Measurement of the Density 
Density is one of the main physical quantities that characterizes the properties of a 

substance. When exercising control over technological processes and product quality, 
measuring the density of substances plays an essential role. It is known that to determine 
the density of a solid or liquid, it is sufficient to define the ratio of body weight to its volume. 
On the other hand, the ratio of the densities of a solid and a liquid determines, for example, 
the condition for the floating of a solid in a liquid, and the values of their density are the 
magnitude of the pushing forces from the liquid and the weight of the body inside the liquid. 
This relationship opens the ability to measure density through the interaction of a liquid and 
a solid immersed in that liquid. In our experiment, we used the densimeter with second class 
of accuracy according to GOST 1300-57 and its measurement range was from 1.000 to 1.800 
(Fig. 4). 

(a)   (b) 
Fig. 4: 1 – Liquid; 2 – Densimeter; 3 – Density measuring scale of the densimeter; 4 – 

tanker, 5 – Ballast. 

Densimeters and hydrometers are commonly used to measure the density of different 
types liquids. The densimeter is a glass float of constant mass and volume, the expanded 
(lower) part of which is filled with ballast – clean and dry metal shot, filled with a layer of 
resin with a melting point of at least 80 °C. Thanks to the ballast (5), the densimeter is in a 
vertical position during measurements. In the upper thinned part of the float, there is a scale 
graduated in units of density. The use of a densimeter to determine the relative density of a 
liquid is based on Archimedes' law, therefore, the upper divisions of the scale correspond to 

331



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Odilov et al. 
https://doi.org/10.31436/iiumej.v22i2.1768 

 

the lowest density, and the lower divisions correspond to the highest density. The readings 
are counted along the lower meniscus of the fluid. In the manufacturing and canning 
industry, sets of standard general-purpose densimeters of at least 2nd class of accuracy are 
used, calibrated to measure the relative density at a temperature of 20 °C with a 
measurement range from 0.7000 to 1.840 or from 820 to 1840, respectively. 
2.4  Measurement of the Boiling Point 

The TP300 (Fig. 5) digital thermometer (Xi′an Lonn M&E Equipment Co., Ltd., China) 
was used to measure the boiling point of magnetized and non-magnetized liquids under 
different conditions. The boiling point is determined by the nature of the substance and 
depends on external pressure. It is a characteristic of bodies located only in solid-state and 
for high molecular weight compounds. To determine the boiling point of fluids, we took a 
container and filled it with liquid (100 ml), and started to heat. While heating we put a TP300 
digital thermometer into the liquid and marked the boiling point of the liquid. 

 
Fig. 5: TP300 digital thermometer (measurement range is from -50 oC to +300 oC). 

3.   RESULTS AND DISCUSSION 
3.1  Effect of Magnetic Field on the Boiling Point of Lubricating Cooling Liquids 

The digital thermometer recorded the boiling point of the three different liquids. As 
stated above, three different liquids were analysed under the influence of magnetic field 
with three different magnetic field strengths (40 mT, 60 mT, and 80 mT). To compare the 
results, at first, the boiling point of liquids without magnetic field effect was measured under 
laboratory conditions. Second, the magnetic field was affected, with a MFS of 80 mT, to 
liquids in a stationary condition (not flowing) and the results were compared. The boiling 
point results were consistent with reports in the literature that the boiling point of water 
increases after magnetic field treatment [11]. Figure 6 shows the difference between the 
obtained results. 

It is noticeable from Fig. 6 that liquids under the effect of magnetic field in peace (still) 
condition, have lower boiling point than their natural boiling point. Every liquid’s natural 
boiling points differed from each other, but when they were affected by the magnetic field, 
there was difference between boiling points of magnetized liquids in peace condition and 
non-magnetized liquids. Then the effect of the magnetic field with different MFS on flowing 
liquids was analysed. After 30 minutes of magnetic treatment under each magnetic field 
strength in the same laboratory condition, as specified in Table 1, the following results, 
given in Fig. 7, were obtained. 
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Fig. 6: The boiling point of not-magnetized and 
magnetized (in peace condition) liquids. 

Fig. 7: The boiling point of not-magnetized and 
magnetized (in the flowing condition) liquids. 

The boiling point is one of the main physical parameters of fluids and its value might 
be changed under the effect of the magnetic field. The boiling point of liquids depends on 
the condition and other parameters of liquids such as atmosphere and properties of fluids. 
As can be seen in Fig. 7, the boiling point of magnetized liquids decreases as magnetic field 
strength increases. The difference between boiling point of not magnetized and magnetized 
fluids (in the flowing condition) under the 80 mT of magnetic field strength were 1.9 oC for 
liquid-1, 3 oC for liquid-2, and 2.2 oC for liquid-3 respectively. In addition, it is interesting 
to note that the higher the magnetic field strength the lower the boiling point of the liquids. 
The lowest boiling point was determined in 80 mT magnetic field strength. It was found 
that, if magnetic field strength was increased the effect of magnetic field on liquids was also 
increased. 
3.2  Effect of Magnetic Field on the Kinematic Viscosity Coefficient of Lubricating 

Cooling Liquids 
Viscosity coefficient is one of the important properties of lubricating cooling liquids 

used in the machining process in manufacturing. Analysing the effect of magnetic field on 
that parameter of liquids will help to increase the efficiency of the manufacturing process. 
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Under laboratory conditions, the VPJ-4 measuring device was used to record the results. 
This device commonly used in Uzbekistan. 

To analyze the effect of the magnetic field on the viscosity coefficient of liquids, the 
three different lubricating cooling liquids in stationary condition were magnetized for 30 
minutes. Eight permanent magnets with 80 mT magnetic field strength were used to make 
the magnetizing condition.  Then, the viscosity coefficient of unmagnetized and magnetized 
(in peace condition) liquids (Fig. 8) were compared. It is clear from the data given in Fig. 8, 
that under the influence of the magnetic field, the kinematic viscosity coefficient of each 
liquid decreased noticeably. The difference between kinematic viscosity coefficient of 
unmagnetized and magnetized liquids were 0.323 mm2/s for liquid-1, 0.057 mm2/s for 
liquid-2, and 0.156 mm2/s for liquid-3. 

 
Fig. 8: The kinematic viscosity coefficient of not magnetized  

and magnetized (in peace condition) liquids. 

Following this experiment, the influence of the magnetic field on flowing liquids was 
assessed. A UMD-1 magnetizing device was used to magnetize the flowing liquids. 
Lubricating cooling liquids passed through the UMD-1 magnetizing device at 0.4 m/s. The 
diameter of the pipe, which was used to pass flowing liquid through the UMD-1, was 10 
mm. After 30 minutes of the magnetizing process, the kinematic viscosity of liquids was 
measured and the results are given in Fig. 9. 

 
Fig. 9: Viscosity coefficient of not magnetized and  

magnetized (in flowing condition) liquids in different magnetic field strengths. 
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Results given in Fig. 9 show that a magnetic field can cause a decrease in the viscosity 
coefficient of flowing liquids. Moreover, the viscosity coefficient of flowing liquids 
depends on the magnetic field strength, because as the strength of the magnetic field 
increases, the kinematic viscosity of liquids decreases. The lowest viscosity coefficient was 
determined under the influence of the highest magnetic field strength (80 mT). Comparisons 
show that the value between the unmagnetized and magnetized liquids, under the highest 
MFS, were 1.246 mm2/s for liquid-1, 0.803 mm2/s for liquid-2, and 0.295 mm2/s for liquid-
3.  

It was also found that the effect of magnetic field on flowing and not flowing liquids 
depends on the properties of the liquids. It is clear from the numbers obtained in Figs. 8 and 
9 that liquid-1 was affected by the magnetic field more than the other two liquids. Liquid-3 
had the least change among the three liquids after magnetization. Because the concentration 
of liquid-3 has more components than other liquids and its crystals are differentiated from 
tap water (liquid-1) more than liquid-2. It is investigated that the greater the percent 
concentration of liquids, the less the magnetization effect on the liquids. 
3.3  Effect of Magnetic Field on the Density of Lubricating Cooling Liquids 

The magnetic field effect on the density of lubricoolants is also important in machining 
details in the manufacturing process. For the purpose of increasing efficiency in machining 
details, the effect of magnetic fields on the density of liquids was given greater attention by 
authors. As above, at first, the difference between the density of unmagnetized and 
magnetized (in peace condition) liquids was compared. There were also differences among 
the obtained results (Fig. 10). Figure 10 shows that after magnetizing liquids, their density 
increased and the differences were 0.002 g/cm3 for liquid-1, 0.001 g/cm3 for liquid-2 and 
0.002 g/cm3 for liquid-3. 

Fig. 10: The density of unmagnetized and magnetized (in peace condition) liquids. 

When the flowing liquids were magnetized in different magnetic field strengths, the 
results changed noticeably with respect to the magnetic field strength. The results, which 
were taken in the same laboratory conditions, are given in Fig. 11. 

Despite the fact that the density of the liquids differed from each other in the same 
conditions, the density of each liquid was increased after 30 minutes of the magnetization 
process while they were flowing (Fig. 11). The density of the first sample was 1.000 g/cm3 
before magnetization, but it reached to 1.005 g/cm3 after magnetizing at 40 mT. When the 
MFS increased to 80 mT, the density reached its highest point in the experiment (1.007). 
Liquid-2 and liquid-3 also increased from 1.002 g/cm3 to 1.006 g/cm3 and from 1.009 g/cm3 
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to 1.011 g/cm3 respectively. In fact, the highest density was obtained at 80 mT of magnetic 
field strength. 

 
Fig. 11: The density of unmagnetized and magnetized (in flowing condition) liquids 

in different magnetic field strengths. 

A decrease in the viscosity coefficient after magnetic field treatment was found. When 
magnetic field influences liquids, their crystals are regulated in the magnetic field direction 
by the magnetic field. This regulation of crystals causes a decrease in the viscosity 
coefficient after magnetic field treatment. Moreover, the regulation of crystals causes an 
increase in the density after magnetic field treatment.  Also, it has been explored that, the 
effect of magnetic field on liquids depends on the properties of fluids, or more accurately, 
in the same laboratory condition and same magnetic field strength, magnetic field influence 
was different on various liquids. It is worth noting that the influence of a magnetic field on 
liquid depends on what kind of chemical elements are dissolved in the liquid. Moreover, the 
maximal change in all of the experiments was obtained at 80 mT of magnetic field strength 
while the lowest change was reached at 40 mT of magnetic field strength.  

Obtained results are very influential to manufacturing processes because the changes in 
these parameters of liquids have an impact on the wear resistance of the cutting tool used in 
the machining process. The influence of magnetized lubricating cooling liquids on the wear 
resistance of cutting tools helps to increase the efficiency in the machining process and saves 
energy [8,15,16]. 

However, this issue about magnetic field treatment of liquids remains controversial. 
Complete understanding of the influence of magnetic fields on fluids has a great impact on 
agriculture, industry, and other fields [12-14]. Some scientists are working on the issue of 
magnetic field treatment of water, but there lack of researches on this issue, especially the 
magnetic field effect on different liquids. 

4.   CONCLUSION 
The results obtained in the laboratory experiment showed that there was an increase in 

the density of liquids when they were affected by the magnetic field. In spite of the fact that 
the increase was not always noticeable on the density of fluids, it depended on the magnetic 
field strength. Also, the density of water was more affected by the magnetic field than the 
other two dissolved liquids which means that the density of dissolved liquids is less likely 
to be influenced by the magnetic field. However, the influence of the magnetic field on the 
boiling point of dissolved liquids were about 1.5 times higher than tap water.   In addition, 

336



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Odilov et al. 
https://doi.org/10.31436/iiumej.v22i2.1768

it was found that kinematic viscosity and boiling point of experimented liquids were 
decreased after magnetic field treatment. However, after magnetic field treatment of flowing 
liquid, the kinematic viscosity of liquid-1 decreased by 24% while the kinematic viscosity 
of liquid-2 and liquid-3 decreased by 8% and 19% respectively. The difference between the 
effect of magnetic field on stationary and flowing liquids was also examined and it was 
explored that flowing liquids were influenced more than liquids in stationary conditions. 
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ABSTRACT:  This research is aimed at investigating the effect of using ethanol (E100) 
in multi-zone model analysis consisting of multi-combustion chamber zoning cases. The 
first case considered is a three-zone model that has an unburned zone, burned zone, and 
transitory zone. The second case model is also three-zone, consisting of an unburned 
zone and two partitioned burned zones. The burned zone was imagined partitioned into 
burned zone-1 and burned zone-2 under uneven fuel distribution having different 
equivalent ratios. The third case is a four-zone model including two regions of burned 
zone, an unburned zone and a transitory zone, which is unburned burned zone containing 
a mixture of unburned and burned gases. Arbitrary constants for each of the unburned 
(CC1) and burned (CC2) Zone leakages in the unburned burned Zone are 0.00025, 
0.0005, 0.001, 0.002, 0.005, 0.1 and 0.5. The Mass Fraction Burned (MFB) for zone-1, 
x1 and burned zone-2, x2 are computed using Partitioned Burnt Zones Ratios (PBZR) of 
2:8, 3:7, 4:6, 5:5, 6:4, 7:3 and 8:2. Two equivalent ratios, one for each fuel MFB (ф1, 
ф2), (0.8, 0.6) and (0.6, 0.8) are analyzed using fuel blends of varying percentage. A 
comparison of values of the three zoning cases is done using peak values from the three-
zone models to evaluate the four-zone model. The model was compared with a spark 
ignition engine (SIE) operating with a premium motor spirit (PMS) serving as baseline. 
The engine operating conditions were set at an engine speed of 2000 rpm, -35bTDC 
ignition time, and burn duration at 60 oC. The indicated mean effective pressure (IMEP), 
thermal efficiency (η), cylinder pressure and emission fraction from the developed 
models and those of two-zone analysis obtained agreed with literature values. The result 
showed it is undesirable to have a high volume of burned charge as infiltrate. The three-
zone segmented model predicted the highest engine thermal efficiency and peak pressure 
at mass burn ratio of 7:3. A general reduction in N2 emission was observed for the three-
zone transitional and four-zone models.  

ABSTRAK: Kajian ini menilai kesan etanol (E100) dalam analisis model zon-berbilang 
yang terdapat pada masalah pengezonan kebuk pembakaran-berbilang. Kes pertama yang 
diambil kira adalah model tiga-zon yang mempunyai zon tidak terbakar, zon terbakar 
dan zon peralihan. Model kedua merupakan juga tiga-zon yang terdiri daripada zon 
tidak-terbakar dan dua zon bahagian yang terbakar. Zon yang terbakar dibahagikan 
kepada zon-1 terbakar dan zon-2 terbakar di bawah kebakaran tidak sekata yang 
mempunyai nisbah berlainan. Kes ketiga adalah model zon-keempat termasuk dua 
kawasan zon terbakar, zon tidak-terbakar dan zon peralihan iaitu zon terbakar tidak-
terbakar di mana ia adalah campuran gas terbakar dan tidak-terbakar. Tetapan 
sebarangan bagi setiap zon kebocoran tidak-terbakar (CC1) dan terbakar (CC2) dalam 
zon terbakar tidak-terbakar adalah 0.00025, 0.0005, 0.001, 0.002, 0.005, 0.1 dan 0.5. 
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Pecahan Jisim Terbakar (MFB) bagi zon-1, x1 dan zon-2 terbakar, x2 dikira 
menggunakan Nisbah Zon Bahagian Terbakar (PBZR) sebanyak 2:8, 3:7, 4:6, 5:5, 6:4, 
7:3 dan 8:2. Nisbah dua persamaan, setiap satu bahan api MFB adalah (ф1, ф2), (0.8, 
0.6) dan (0.6, 0.8) dan diuji menggunakan pelbagai peratus bahan api campuran. Nilai 
perbandingan bagi tiga kes zon dibuat menggunakan nilai puncak dari model tiga-zon 
bagi menilai model empat-zon. Model ini dibandingkan dengan enjin cucuhan bunga api 
(SIE) beroperasi dengan motor alkohol premium (PMS) sebagai garis asas. Keadaan 
operasi enjin adalah dihadkan pada 2000 rpm kelajuan enjin, masa pencucuhan -35bTDC 
dan tempoh pembakaran pada 60 oC. Tekanan berkesan min tertunjuk (IMEP), 
kecekapan haba tertunjuk (η), tekanan silinder dan pecahan pengeluaran dari model yang 
dibangunkan dan analisis dua-zon yang terhasil adalah sama dengan nilai literatur. 
Dapatan kajian menunjukkan cas terbakar pada isipadu yang banyak adalah tidak 
diingini sebagai penyerap. Model tiga bahagian zon menunjukkan kecekapan haba enjin 
tertinggi dan tekanan puncak pada jisim bakar dengan nisbah 7:3. Manakala, 
pengurangan umum telah diperhatikan pada pengeluaran N2 di peralihan tiga-zon dan 
model empat zon. 

KEYWORDS: ethanol; multi-zone; indicated mean effective pressure; emission fraction 

1. INTRODUCTION  
Modification and optimization of combustion chamber geometry has been seen as the 

end game in achieving stringent emission reduction and better engine performance with 
several researches conducted and some ongoing. Researchers have reported the 
importance of engine combustion chamber modification and its ability to resolve 
complications arising from adopting some other methods of engine optimization [1-2]. 
Efforts at combustion chamber modification by [3] was aimed at correcting the lean burn 
effect, the design modification was carried out for two compression ratios 10 and 11 which 
necessitated variation in piston bowl size from 16mm to 13.6mm. Increased compression 
ratio from 10 to 11 was reported to have resulted in leaner combustion but adversely 
higher combustion duration and coefficient of variance necessitating development of a 
new combustion chamber design. The modified combustion bowl by [3] has six leaves 
placed eccentrically to create the desired swirl breakup with a cutout for the inlet and 
exhaust valve seats. The difference in diameter between the inner and outer bowl was 
reduced to improve flame propagation and strengthen squish effect.  

More researches on modification of the combustion chamber for the purpose of 
promoting faster burning of charge in a lean burn engine by using the swirl and squish 
principles was carried out by [2] and [4]. A chamber modification similar to the one 
described by [3] is the Nebula chamber, employed to retard the swirl motion close to TDC. 
The Nebula combustion chamber used by [5] is such that the bowl shape forces the swirl 
to develop into colliding air flows thereby creating the desired great turbulence and fast 
burn effect. [6] went a step further by implementing the Squish, Nebula, and another 
named Tokyo Gas, TG with similar purpose as the Nebula but different in that the TG was 
described as having “a cylindrical dent with semi-circular slants oppositely shaped”. The 
resulting effect of the TG is large turbulence at the cylinder wall and weak turbulence in 
the center of the cylinder to stabilize flame ignition. The Nebula, TG and squish were 
reported to have achieved NOx reduction, increased thermal efficiency and stable 
combustion. [7-8], adopted ten different combustion chamber geometries in studying the 
effect of chamber geometry on flow, combustion, and emissions. Of all the geometries 
studied by [7-8], the cylindrical and square bowl gave the expected turbulence. However, 
the cylindrical bowl has desired outcome of its peak turbulence close to TDC. The 
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experiment further confirmed that combustion chamber shape has an effect on flow field, 
heat release rates, and emission rate. Use of simulation model has been proven to be a cost 
effective and efficient way of optimizing engine performance and emissions. In [9], three 
different approaches for combustion modeling in SI engines were identified, while the 
multi-zone approach to engine modeling seemed the cheapest, fastest and yet efficient 
modeling method [10]. In their study, [10] concluded the use of additional zone lead to 
increased heat release prediction. Furthermore, [11] observed increased engine 
performance using a three-zone model for predicting the effect of ethanol with diesel fuel. 
Several researches have been carried out on the use of a modeling approach for 
optimization of combustion processes. Additionally, there are still continuous 
environmental challenges that need to be addressed. This desire has necessitated the need 
for further study.  

The attention received by ethanol as an alternative fuel is said to be due to its role in 
reducing problems such as climate change, depleting fossil oil and high oil prices in the 
international market. Alcohols like ethanol can be produced by fermentation of different 
biological feedstocks as reported by [12-13]. The most positive properties of ethanol 
include its ability to be produced from renewable energy sources, its high-octane number, 
and its high laminar flame speed [14]. The negative aspects include its low heating value 
due to higher oxygen content compared to gasoline, and it causes corrosion in the metal 
and rubber parts of an engine [15]. The engine power improves with ethanol as it has 
better anti-knock characteristics qualities [16]. The engine power also improves with an 
increase in compression ratio [17]. Ethanol has a high latent heat of vaporization, the 
latent heat cools the intake air and hence, increases the density and volumetric efficiency 
[18]. The lower heating value of ethanol enables it to have a higher compression ratio as 
compared to gasoline [19]. It is desirable for SI engine to have high octane and low cetane 
numbers. This implies higher resistance to self-ignition and lower auto-ignition possibility. 
Ethanol can be used as a fuel in spark ignition engines either in pure form (E100) or 
blended with premium motor spirit (PMS). The use of pure ethanol implies some problems 
during cold start due to lower vaporization compared to gasoline, which in some cases 
should require an electrical preheating of the engine block. The use of ethanol in 
conventional spark ignition engines comes with the problem of corrosion [20]. One of the 
problems is tackled by the invention of flexible fuel vehicles (FFVs) which implies that 
the fuel system is made using stainless steel, with some rubber parts replaced by nylon, 
fluorinated plastics, and high-density polyethylene [21,22]. The lower heating value 
(LHV) of ethanol requires an alteration of the injection control to increase the fuel flow 
[23]. Therefore, only a limited percentage of ethanol, up to 10-25%, is recommended for 
use in conventional gasoline engines [24]. However, FFVs designed to operate with any 
gasoline-ethanol mixtures are increasing. The advantage of FFV systems consists of the 
possibility offered by the control system of the engine to detect the concentration of 
ethanol in the tank and automatically optimize both injection and ignition [14,25].  

According to [21], car manufacturers are capable of making vehicles compatible with 
hydrated ethanol, E100, at no additional cost. However, some investigation has pointed to 
the presence of ethanol in higher concentration as the cause of volatile organic matter 
(VOC) emission in the form of benzene [26]. The point line remains that there is more to 
be discovered for proper evaluation and optimization of ethanol and ethanol-blended fuel 
usage. Numerous researches [18,27-29], have been carried out concerning the use of 
ethanol blends in SI engines, but very few uses of 85-100% ethanol have been documented 
[21]. [30] investigated the effect of varying ethanol-gasoline blends up to 85% and 
compared the combustion of gasoline and gasoline-ethanol blends through pressure 
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analysis. An increase in engine efficiency was observed, coupled with CO2 emission 
reduction when ethanol blends were used.  This study is aimed at investigating the effect 
of 100% ethanol, E100 on engine performance using a thermodynamic multi-zone model 
approach. 

2.  GENERAL METHODOLOGY 
To investigate the combustion process, three multi-zone models were developed, each 

with peculiar characteristics to study effects of additional zone(s) on spark ignition engine 
combustion characteristics using ethanol as fuel. The model geometry developed by the 
authors and adopted in this work was the same used by [31,32], where a zero-dimensional, 
multi-zone model was investigated. The developed models are validated making use of the 
model developed by [33], primarily for the two-zone model SI engine using gasoline.  

In the analysis for the first multi-zone model, which is a three-zone model consisting 
of the primary burned and unburned zones in addition to a mixed zone described as the 
transitory zone, the mass infiltration from either of the primary zones, directly into the 
transitory zone is given in terms of constants of infiltration as shown in Eq. 1. 

mub= CC1* mu  and  mbu= CC2* mb               (1) 
where CC1 and CC2 are the arbitrary constants of infiltration from burned and unburned 
zones respectively. The second multi-zone case has its burned zone partitioned in two, the 
mass of the burned zone is imagined partitioned into burned zone-1 and burned zone-2 as 
the proportion of the mixture is uneven in the chamber and therefore, has different mass 
burning rates (x1, x2). The coefficients of heat transfer are predetermined to be (h400, h450, 
h500), the mass fraction burned, is represented analytically as shown in Eq. 2 [34].  

𝑥 = 0.5 ∗ (1 − cos(𝑝𝑖 ∗
(𝜃−𝜃𝑠)

𝜃𝑏
)),                        (2) 

where, x is mass fraction burned, θ, 𝜃s, 𝜃b are the crank angle, the start of energy release 
and duration of energy release respectively. Peak results of the two analyses of mass 
fraction and mass infiltration burned are employed for analysis in the third multi-zone case 
as a four-zone model. 

The indices of performance, thermal efficiency (η), indicated mean effective pressure 
(IMEP) and emission fractions obtained using the developed models are compared with 
the standard two-zone model. The engine geometry for the model adopted for validating 
the developed model codes is shown in Table 1 and all are compared with the 
experimental data; CFD results obtained by [35] for the first multi-zone case and a four-
stroke SIE (EF7) running on CNG [36] for the second multi-zone case. 
2.1  Development of Mathematical Models 

The first law of thermodynamics is applied to all the zones to develop the model 
equations. In an open system, the rate of change of mass is equal to the net flux of mass 
across the boundaries of the system. This is expressed by Eq. 3.  

𝑚 = ∑ 𝑚𝑘̇𝑘                   (3) 
The mass flux of the control volume can be expressed as the addition of all unit zones 

as shown in Eqs. 4-6. 

𝑚 = 𝑚𝑢 +𝑚𝑏 +𝑚𝑢𝑛 (for first case)              (4) 

𝑚 = 𝑚𝑢 +𝑚𝑏1 +𝑚𝑏2 (for the second case)             (5) 
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𝑚 = 𝑚𝑢 +𝑚𝑏1 +𝑚𝑏2 +𝑚𝑢𝑛 (for the third case)            (6) 
From the first law of thermodynamics, the energy equation of an open system is expressed 
as Eq. 7. 

�̇� = ∑ �̇�ℎ − Ẇ̇ + �̇�            (7) 
Equation 7 is therefore applied to expansion, compression, and combustion phases of 

the internal combustion (ICE) cycle. The model equations analysed in a computation 
environment are as shown in Eqs. 8 - 10 for the three modeled cases considered. Detailed 
mathematical derivation of these equations can be found in [31,32]. Sub-models including, 
air and fuel data, engine geometry inherent in the two-zone model [33] are also employed 
to analyze the present models. 

Table 1: Engine specifications for validating modeled cases 

2.1.1 Model Equation for the First Case Studied 
𝑑𝑃

𝑑𝜃
= {

𝑉𝑢

𝑇𝑢

𝑑𝑇𝑢

𝑑𝜃
+

𝑉𝑏

𝑇𝑏

𝑑𝑇𝑏

𝑑𝜃
+

𝑉𝑢𝑛

𝑇𝑢𝑛

𝑑𝑇𝑢𝑛

𝑑𝜃
+ (𝑣𝑏 − 𝑣𝑢)

𝑑𝑚𝑥1

𝑑𝜃
+ (𝑣𝑢𝑛 − 𝑣𝑢)

𝑑𝑚𝑢𝑏

𝑑𝜃
+ (𝑣𝑢𝑛 −

𝑣𝑏)
𝑑𝑚𝑏𝑢

𝑑𝜃
− 𝑣𝑢

𝑑𝑚𝑙𝑢

𝑑𝜃
− 𝑣𝑏

𝑑𝑚𝑙𝑏

𝑑𝜃
− 𝑣𝑢𝑛

𝑑𝑚𝑙𝑢𝑛

𝑑𝜃
−

𝑑𝑉

𝑑𝜃
}/

𝑉

𝑃
 (8) 

2.1.2 Model Equation for Second Case Studied 
𝑑𝑃

𝑑𝜃
= {

𝑉𝑢

𝑇𝑢

𝑑𝑇𝑢

𝑑𝜃
+

𝑉𝑏

𝑇𝑏

𝑑𝑇𝑏

𝑑𝜃
+

𝑉𝑏2

𝑇𝑏2

𝑑𝑇𝑏2

𝑑𝜃
+ (𝑣𝑏 − 𝑣𝑢)

𝑑𝑚𝑥1

𝑑𝜃
+ (𝑣𝑏2 − 𝑣𝑢)

𝑑𝑚𝑥2

𝑑𝜃
− 𝑣𝑢

𝑑𝑚𝑙𝑢

𝑑𝜃
−

𝑣𝑏
𝑑𝑚𝑙𝑏

𝑑𝜃
− 𝑣𝑏2

𝑑𝑚𝑙𝑏2

𝑑𝜃
−

𝑑𝑉

𝑑𝜃
}/

𝑉

𝑃
             (9) 

2.1.3 Model Equation for Third Case Studied 
𝑑𝑃

𝑑𝜃
= {

𝑉𝑢

𝑇𝑢

𝑑𝑇𝑢

𝑑𝜃
+

𝑉𝑏

𝑇𝑏

𝑑𝑇𝑏

𝑑𝜃
+

𝑉𝑏2

𝑇𝑏2

𝑑𝑇𝑏2

𝑑𝜃
+

𝑉𝑢𝑛

𝑇𝑢𝑛

𝑑𝑇𝑢𝑛

𝑑𝜃
+ (𝑣𝑏 − 𝑣𝑢)

𝑑𝑚𝑥1

𝑑𝜃
+ (𝑣𝑏2 − 𝑣𝑢)

𝑑𝑚𝑥2

𝑑𝜃
+

(𝑣𝑢𝑛 − 𝑣𝑢)
𝑑𝑚𝑢𝑏

𝑑𝜃
+ (𝑣𝑢𝑛 − 𝑣𝑏)

𝑑𝑚𝑏𝑢

𝑑𝜃
+ (𝑣𝑢𝑛 − 𝑣𝑏2)

𝑑𝑚𝑏2

𝑑𝜃
− 𝑣𝑢

𝑑𝑚𝑙𝑢

𝑑𝜃
− 𝑣𝑏

𝑑𝑚𝑙𝑏

𝑑𝜃
−

𝑣𝑏2
𝑑𝑚𝑙𝑏2

𝑑𝜃
− 𝑣𝑢𝑛

𝑑𝑚𝑙𝑢𝑛

𝑑𝜃
−

𝑑𝑉

𝑑𝜃
}/

𝑉

𝑃
 (10) 

Parameter First case model 
evaluation [35] 

2-zone model [33] Second case model 
evaluation [36] 

Number of cylinder 4 4 4 
Bore (m) 0.079 0.1 0.085 

Stroke (m) 0.086 0.08 0.078 
Compression ratio 16 10 11 
Displacement (m) 1.7 - 1.018 
Inlet valve close 136BTDC - - 

Exhaust valve open 122ATDC - - 
Equivalence ratio - 0.8 - 

Burn duration angle - 60 - 
Start of combustion - -35 21 
End of combustion - - 30 
Engine speed (rpm) 1500 1500 2000 
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3.  MODEL IMPLEMENTATION 
3.1  Transitional Model 

Relevant sub-programs such as the air and fuel were implemented for the two-zone 
model. Integration of the governing equations developed using ODE45 in MATLAB code 
is used to obtain the temperature and pressure distribution for various phases in SI engine 
operation using ethanol for the computation.  

Implementation of the transitional three-zone model is done using selected values of 
infiltration in the developed code following the steps below;  

• Implementing input parameters (available in engine.m) 
• Cylinder volume and mass are evaluated 
• Determination of relevant thermophysical properties such as u, h, cp, etc.  
• Mass fraction burned is evaluated 
• Heat transfer coefficient is selected using either constant estimated values or 

Woschni Equation 
• Inputing selected constants for CC1 and CC2 using additional program 
• Computing the required governing equations. 

The model employs the parameters of an ICE with combustion and operating parameters 
details as stated in Table 1.  
3.2  Segmented Model 

The mass burned zone is imagined partitioned into burned zone-1 and burned zone-2 
since there is a proportion that is unevenly mixed in the chamber and therefore they have 
different mass burning rates (x1, x2) and heat transfer coefficients, (h400, h450, h500). Mass 
fraction burned, denoted by x, while, θ, 𝜃s, 𝜃b are the crank angle, start of energy release 
and duration of energy release respectively. These parameters are represented analytically 
and the equation solved is also presented in Eq. 2.  
3.3  Transitional-Segmented Model 

In this model, special consideration is given to mass infiltration into the transitory 
zone and mass fraction ratio such that predetermined optimal results are analyzed for the 
third case (four-zone model). 

4.  RESULTS AND DISCUSSION 
4.1  Transitional Model (First Case Model) 

Figure 1 shows the thermal efficiency (Ƞ), temperature, pressure, and indicated mean 
effective pressure (MPa) at varying CC1 while the value of CC2 (unburnt) is kept constant 
at 0.001 and at varying CC2 while the value of CC1 (burnt) is kept constant at 0.001 are 
shown in Fig. 1. Highest Ƞ, pressure and IMEP are observed at the least infiltration 
constant of 0.00025, values of all properties decreased as the infiltration constant 
increased, an evidenced in the sharp decrease observed from infiltration constant 0.005 to 
0.1 for pressure, IMEP and Ƞ. It can be deduced that for the varying CC1, the least 
infiltration constant from burnt region to the mixed region of unburnt burned is favorable 
for all performance parameters and that a greater infiltration has adverse effect on the 
engine efficiency. Generally, infiltration from the burned zone has greater effect on the 

344



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Olatunde et al. 
https://doi.org/10.31436/iiumej.v22i2.1550

engine performance compared to infiltration from the unburned zone as steeper slopes of 
Fig. 1 suggest for CC1 as compared to CC2.  It is observed that the difference in variation 
witnessed for varying CC2 is not as steep as it was for varying CC1 as shown in Fig.1 due 
to the positive implication of unburnt infiltration into the mixed region until optimum 
values of engine performance are observed and then a decrease in performance beyond 
this point is evident. It is also evident that slight backflow of burned charge will have 
noticeable adverse effect on engine performance while these effects are less noticeable and 
require a lot more unburned charge to infiltrate into the mixed zone to reduce engine 
performance. Practically, infiltration in the combustion chamber could be inform of 
crevice flow and blowby, it is essential to have a limited amount of burned gas as 
backflow to avoid reduction in power and efficiency as mentioned by [37].  

The observed peak pressure (in Table 2) using E100 is 15.7% closer to the 
experimental data. However, when compared to the 2-zone model it is 16.4% closer to the 
experimental value. High IMEP and η are also observed for the E100 3-zone model. 

In Fig. 2, concerning three-zone and two-zone models, there is no significant 
difference in the general emission patterns of CO2, NO, and O2. A reduction in values of 
N2 is observed for the three-zone model which could be attributed to higher oxygen 
content present in ethanol to react with the N2.    

Fig. 1: 3-zone model for the fractional burnt and unburnt regions, 
(a) efficiency, (b) temperature, (c) pressure and (d) Indicated Mean Effective Pressure.

Table 2: Comparison of 2-zone model, 3-zone model and experimental results 
2-zone
model

Experi-
mental 
values 

3-zone model with
C1= 0.00025 and

C2= 0.001 

3-zone model
at 0.005

3-zone model at optimal
value of C1 = 0.00025 and

C2 = 0.005 
Pressure (MPa) 4.4358e+06 5.30E+06 4.4680e+06 4.4668e+06 4.4651e+06 

IMEP 9.1635e+05 - 9.5427e+05 9.5382e+05 9.5344e+05 
η 0.3741 - 0.3917 0.3915 0.3914 
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Fig. 2: Emissions for the 2-zone and case-1 models using ethanol. 

4.2  Segmented Model 
The η, temperature and IMEP history for varying segmented burned zones for E100 

investigated are as shown in Fig. 3 using varying heat transfer coefficient as seen in Fig. 3 
(a, b, c and d) for heat transfer coefficients, h = 400, 450, and 500, respectively. 

  
(a) (b) 

  
(c) (d) 

Fig. 3: Three-zone model values for the burned zone-1 and burned zone-2  
using heat transfer coefficients 500 and 450 (a) efficiency, (b) temperature,  

(c) IMEP and (d) pressure. 

The maximum peak pressures in Fig. 3(d) for h400, h450, h500 are 4.57 MPa, 4.55 MPa, 
4.54 MPa, respectively are observed using 4:6, although the highest thermal efficiency and 
IMEP are observed at a mixture ratio of >7:3, h400 in Fig. 3(a and c). Expectedly, the 
engine temperature history increased as mass flow rate increased in Fig. 3(b), however, the 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Em
is

si
o

n
 (

p
p

m
)

3-zone

2-zone

CO2 N2 O2 NO

Emissions

0.36

0.37

0.38

0.39

0.4

0.41

ƞ

Mixture ratio

h-500
h-450
h-400

2:8 4:6 6:4 8:2
2.10E+03

2.18E+03

2.25E+03

2.33E+03

2.40E+03

Te
m

p
 (

K
)

Mixture ratio

h-500
h-450
h-400

2:8 4:6 6:4 8:2

8.75E+05

9.00E+05

9.25E+05

9.50E+05

9.75E+05

1.00E+06

IM
E

P
(M

P
a

)

Mixture ratio

h-500
h-450
h-400

2:8 4:6 6:4 8:2

4.40E+06

4.45E+06

4.50E+06

4.55E+06

4.60E+06

P
re

ss
u

re
(M

P
a)

Mixture ratio

h-500
h-450
h-400

2:8 4:6 6:4 8:2

346



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Olatunde et al. 
https://doi.org/10.31436/iiumej.v22i2.1550

peak temperature was observed towards the end of the burn flow. Evidently, a partition in 
the burned mixture had an effect on the engine performance as an increase in engine 
performance is observed as the mixture ratio increased. It can be argued that a proper and 
sequential fair variation in mixture ratio to an optimal ratio can increase the engine 
performance while a decrease in engine performance is observed beyond the optimal 
value. It is also worthy of note that the sequence of the segment is important, as a ratio of 
8:2 is greater compared to a ratio of 2:8. Therefore, the flow and turbulence in the engine 
chamber requires uniformity to a certain degree and later a little variation or reduction in 
flow towards the end of the combustion process to stabilize flame ignition as described by 
[6].     
4.3  Transitional-Segmented Model 

The readings from both analyses of mass fraction and mass infiltration burned from 
cases-1 and 2 respectively are used for the third case. This work has reported findings 
from combining the optimal results. Table 3 presents the four-zone model results for 
pressure, IMEP, η and emission fractions analyzed from the optimal mass infiltration and 
mass fraction burned values. It was observed that there was a reduction in CO2 and 
increased N2 emission fraction for the 4-zone model as compared to the other 3-zone 
models.  

Experimental values, 2-zone, 3-zone, and 4-zone models are shown in Table 4. From 
the table, higher pressure values observed for the 4-zone model is 3.9% closer to 
experimental results while that of the 2-zone model is 4.4% closer to the experimental 
results.  

Table 3: 4-zone (third case) modelled using ethanol 

CC1 CC2 Pe  (MPa) Temp (K) IMEP η CO2 H2O N2 O2 NO 
0.00025 0.005 4.4651e+06 2.3134e+03 9.5344e+05 0.3914 0.1007 0.1511 0.7104 0.0377 0.0001 

X1 X2 
0.7 0.3 4.4893e+06 2.341e+03 9.7492e_05 0.4002 0.1007 0.1511 0.7104 0.0377 0.0001 

Case-3 Values 4.4565e+06 2.3344e+03 9.4735e+05 0.3867 0.0983 0.1194 0.7428 0.0395 0.0001 

Table 4: Showing comparison of results from 2-zone model, 
three cases modeled and experimental results 

2-zone
model

Experi-
mental 
values 

3-zone model
using X1 = 0.7
and X2 = 0.3

3-zone model using
CC1 = 0.00025 and

CC2 = 0.005 

4-zone Model using X1 = 0.7
and X2 = 0.3  (h400), CC1 =
0.00025 and CC2 = 0.005

Pe 4.4358e+06 4.640e+06 4.4893e+06 4.4651e+06 4.4565e+06 
Tbe 2305K 2800K 2.3410e+03 2.3134e+03 2.3344e+03 

IMEP 9.1635e+05 9.7492e+05 9.5344e+05 9.4735e+05 
η 0.3741 - 0.4002 0.3914 0.3867 

Table 5 shows comparative analysis using ethanol E100 of the three-zone model 
involving mass infiltration at optimal values of CC1= 0.00025 and CC2 = 0.005, three-
zone model involving mass burn rate of x1 = 0.7 and x2 = 0.3 and a four-zone model 
labeled as case 3. Emission history for the four-zone model, like the two-zone model, 
remains the lowest for all emission types. The highest peak pressure, IMEP, and η are 
observed at the three-zone case 2 model, and this is clearly shown in Fig. 4. It could be 
concluded that the segmented three-zone model (3zc2) is better for peak in-cylinder 
pressure and engine efficiency analysis using ethanol, E100. In Fig. 4(a-d), the three-zone 
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segmented model (3zc2) produces the best results in terms of efficiency, pressure, 
temperature and IMEP.  

Table 5: Comparison of 2-zone, 3-zones (case-1 and case-2)  
and 4-zone models (case-3) using ethanol, E100 

 Pressure 
(MPa) 

Temp  
(K) 

IMEP η Emission characteristics 
     CO2 H2O N2 O2 NO 

2-zone model, 2z 4.4358e+06 2305K 9.1635e+05 0.3741 0.0983 0.1194 0.7428 0.0395 0.0001 
First case,  
3zc1 using CC1 = 0.00025 
and CC2 = 0.005 

4.4651e+06 2.3134e+03 9.5344e+05 
 

0.3914 0.1007 0.1511 0.7104 0.0377 0.0001 

Second case, 3zc2          

0.7 0.3 4.4893e+06 2.3410e+03 9.7492e+05 0.4002 0.1007 0.1511 0.7104 0.0377 0.0001 

Third case, 4z 4.4565+06 2.3344e+03 9.4735e+05 0.3867 0.0983 0.1194 0.7428 0.0395 0.0001 

2z-2zone model, 3zc1-3zone case 1 model, 3zc2- 3zone case 2 model, 4z- 4zone model 
 

  

  

Fig. 4: Temperature, Indicated Mean Effective Pressure (IMEP) and thermal efficiency 
(ȵ) for 2-zone model (2z), 3-zone transitory model (3zc1), 3-zone segmented model (3zc2) 

and 4-zone model (4z) using 100% ethanol fuel. 
 

5. CONCLUSIONS 
Multi-zone models have been developed for analysis of combustion in spark ignition 

engines using ethanol as fuel. It is evident that inclusion of additional zones into the 
combustion chamber analysis and use of ethanol has increased the engine performance in 
terms of indicated mean effective pressure, thermal efficiency and emission rate.  From the 
developed models and analysis, the following conclusions can be drawn: 
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1. The infiltration of charges in the combustion chamber should be limited for burned
gases as found in the range of infiltration (0.0025, 0.005) that gave optimum values
of engine performance for burned and unburned gases respectively.

2. Homogenous flow; creating uniformity of charge flow of ratio 7:3 is encouraged
for burned gases.

3. The three-zone segmented model was observed to give a better result of engine
performance.

4. Generally, engine zoning has significant effect on engine performance and every
zone modelled is user-specific. Further investigation is still required to properly
mark out the effect of modification on specific engine parameters.

5. The use of ethanol in the internal combustion engine has given better results of
engine performance with promising encouraging effect on emission fraction as
compared to that of the gasoline standard.
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ABSTRACT:   Frictional heat generation in the tool/matrix interface followed by the 
stirring of material along the weld line causes plasticized solid state joining in friction 
stir welding. In this paper, the existing torque based thermo-mechanical model for the 
tools with cylindrical pins is remodified for the polygonal tool pin profile by introducing 
novel multiplication factors with respect to the number of sides in the tool pin geometry. 
The variation in the effective heat supply with respect to the chosen pin geometry was 
analyzed. A comparative analysis of the proposed analytical model with the existing 
model was also carried out to understand the accuracy of the proposed model.  
Furthermore, a transient thermal numerical modelling was carried out in the view of 
understanding the change in process peak temperature in the stir zone and change in 
temperature gradient along the heat affected zone with respect to the change in pin 
geometry for the opted set of process input parameters. An analytically estimated heat-
input-based numerical model was adopted in the present study. It was observed that the 
process peak temperature was directly proportional to the number of sides in the tool pin.  

ABSTRAK: Penjanaan haba geseran antara muka pada alat/matrik diikuti dengan 
pengacauan material sepanjang garis kimpalan menyebabkan keadaan plastik pepejal 
melekat bersama geseran kimpalan pengacau. Kajian ini berkaitan tork sedia ada 
berdasarkan model mekanikal-terma bagi alat pin silinder yang terubah suai bagi profil 
pin alat poligon dengan memperkenalkan faktor gandaan berdasarkan bilangan sisi 
geometri alat pin. Perubahan pada bekalan haba efektif berdasarkan geometri pin pilihan 
telah dikaji. Analisis bandingan pada model analitik yang dicadang bersama model sedia 
ada, telah dilakukan bagi memahami ketepatan model cadangan. Tambahan, model 
transien numerikal terma telah dibuat bagi memahami proses perubahan suhu puncak 
ketika zon pengacauan dan perubahan gradien suhu sepanjang zon terkena haba 
perubahan geometri pin pada set proses parameter input terpilih. Kajian ini mengaplikasi 
model numerik berdasarkan input anggaran haba secara analitik. Dapatan kajian 
menunjukkan suhu puncak proses adalah berkadar langsung dengan bilangan sisi pin 
alat. 

KEYWORDS: thermal mode; friction stir welding; polygonal tool pin; transient model 
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1. INTRODUCTION
The process peak temperature rise in friction stir welding during the welding stage is

always maintained lower than the solidus temperature of the material to be joined so that 
this joining process can be considered as a solid-state metal joining technique. The major 
heat input for this solid-state welding technique is generated along the tool/matrix contact 
due to friction and it is assisted by the heat generation through the plastic deformation of 
material during the joining process under the tool shoulder [1]. The tool rotates and slides 
over the stationary workpiece, resulting in a relative velocity along the tool/matrix 
interface that is the root cause of the friction heat. This solid-state joining process is 
divided into different stages based on the position of the tool (Fig.1). Temperature gradient 
developed in the process at various distances from the axis of rotation of the tool is the key 
factor that decides the post weld mechanical properties of the joint [2].  

Various software assisted simulations are used to estimate the influence of various 
internal and external factors of the heat generation. Shi et al. [4] studied temperature 
results through finite element analysis conducted using ABAQUS. Their thermo-
mechanical analysis was validated through experimental results. A two-dimensional finite 
element model developed by Lockwood and Reynolds [5] for friction stir welding in 
aluminum alloy 2024-T351. The obtained temperature distribution from the FE model was 
validated by the experimental results. 

(a) (b) (c) 

Fig. 1: Stages in FSW: (a) plunging, (b) 
dwelling, (c) welding. 

Fig. 2: Tools with polygonal tool pin. 

Ullessy [2] evaluated the impact of variation in the tool speed on the thermal field by 
developing a three-dimensional viscoplastic model using computational fluid dynamics. A 
better simulation was obtained by Li et al. [6] using ABAQUS software for the fully 
sticking condition of tool-workpiece interface. Sanjeev et al. [7] analyzed the influence of 
the friction coefficient on the simulation output using ABAQUS and found that the 
coefficient of friction was equal to 1.0 during a sticking condition. Apart from similar 
material, little research was done to optimize process parameters on the joining of two 
dissimilar materials [8]. Labesh et al. [9] compared the effects of dwell time, tool speed, 
and plunge depth and found dwell period had higher influence on post weld joint strength 
over other factors. 

In this solid-state welding, major amounts of effective heat supply are obtained along 
the interface of shoulder/matrix and a part of heat generated along the contact surface of 
the tool pin and material assists to maintain a constant temperature gradient along the stir 
zone. Analysis on the joint efficiency of the various welds developed on the usage of a 
tool with different non-circular straight pin profiles concluded that the tool with a square 
pin delivered a superior weld quality [10]. Better weld quality [11] was observed on a 
taper cylindrical pin profile compared to a square pin profile and it was concluded that the 
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increase in number of sides of a noncircular pin profile, from square profile to hexagon 
profile, increased the heat generation rate during welding. An experimental study [12] was 
carried out to understand the effects of tool pin geometries on the joint strength and it was 
found that tool pin geometry with square cross-sectional shape delivered a better weld 
quality than other polygonal shapes. Apart from these, various research [13-17] concluded 
that geometrical change in the tool pin geometry resulted in considerable changes in heat 
generation that in turn affected the temperature gradient during the joining process. So, 
tool pin geometry can also be a key factor with other parameters like tool feed rate and 
tool rotational speed. In this paper, for a given constant working condition, analytical 
expressions are derived and validated with the published results to analyze the quantity of 
heat supplied by the different polygonal pin profiles with the number of sides varying 
from three to six. Furthermore, heat generation during dwell, not only plasticizes the metal 
under the tool but also softens the neighboring material, which reduces the opposing 
forces to the tool movement [18]. This underlines the importance of analyzing the 
transient temperature increase during the dwell period. So, the effect of variation in tool 
pin geometry on the transient temperature gradient during the dwell period in the stir zone 
were compared through the results obtained from combined analytical and numerical 
approaches. 

2.   ANALYTICAL MODELLING 
In the view of simplifying the analytical solution, the following assumptions were 

made: (i) Estimation of total torque developed during the process is the combined effect of 
friction along the contact surface and plastic deformation under the tool shoulder; (ii) The 
small quantity of heat developed during the initial stage (plunging) is neglected [19].  

 
Fig 3: Tool/matrix frictional contact surfaces. 

Total heat-generating surfaces are divided into horizontal and vertical surfaces as 
shown in Fig. 3. Frigaard et al. [20] estimated the total heat generation along the 
horizontal contact surface as, 

QHorizontal = QShoulder + Qpin-tip  =  2
3

𝜋𝜎𝑐𝑜𝑛𝑡𝑎𝑐𝑡𝜔𝑅𝑠
3 

In the tool shoulder contact surface, 

QShoulder = [2

3
𝜋𝜎𝑐𝑜𝑛𝑡𝑎𝑐𝑡𝜔𝑅𝑠

3] - Qpin-tip   

QVertical = QPin-side 

For every tool pin geometry, the geometrical shape of the shoulder does not vary 
considerably. The uniform shoulder/matrix contact surface indicates that there will not be 
any change in heat generated by the tool shoulder irrespective of its pin geometrical shape. 
But there is a considerable change in tool pin contact surface area when the pin geometry 
varies.  
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Fig. 4: Cross section of pin profiles and segments. 

Polygonal tool pins shown for the current analysis were divided into small triangles as 
denoted in Fig. 4. The total amount of triangular divisions in every polygonal pin 
geometry was equal to two times the number of sides in the cross-sectional shape of the 
tool pin.  

Schmidt et al. [21] estimated total torque developed in FSW as, 
Rotating torque = σc ω x2 dθ dr  (1) 
where σc denotes contact stress, ω represents tool rotational speed, x is the distance of 

any point form the axis of rotation. 
Considering one segment in Fig. 4, 

𝑄𝑝𝑖𝑛−𝑡𝑖𝑝 = ∬ 𝜎𝑐 𝜔𝑥2𝑑𝜃𝑑𝑥 

D = f(x,θ) {
0 ≤ 𝜃 ≤

𝜋

𝑧

0 ≤ 𝑥 ≤ 𝑅𝑝𝑖𝑛𝑐𝑜𝑠𝜃

     QPin-tip = σcω∫ 𝑑𝜃
𝜋

𝑧
0

∫ 𝑓(𝑥)𝑑𝑥
𝑅𝑝𝑖𝑛𝑐𝑜𝑠𝜃

0

Torque developed for the entire pin can be obtained by, 

Total torque developed = ∫ ∫ 𝜏𝑐  ω 𝑥2 dθ dr
𝑅𝑝𝑖𝑛𝑐𝑜𝑠𝜃

0

𝜋/𝑧

0
 

= σc ω 𝑅𝑝𝑖𝑛
3  ⌈1

3
𝑠𝑖𝑛𝜃 −

𝑠𝑖𝑛3𝜃

9
⌉

0

𝜋/𝑧

(2) 

For the tool pin/matrix horizontal contact surface, 

Qpin-tip =  z σc ω𝑅𝑝𝑖𝑛
3   [2

3
sin (

𝜋

𝑧
) −

2𝑠𝑖𝑛3(
𝜋

𝑧
)

9
] (3) 

where z represents the sides in the chosen polygonal pin geometry. 

Fig. 5: Vertical surface segments. 
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Like the horizontal contact surface, the vertical contact surface can also be divided 
into small segments as denoted in Fig. 5. The quantity of rectangular divisions in each 
shape is equal to two times of the number of sides in the tool pin. For every rectangular 
vertical surface, 

  𝑄𝑝𝑖𝑛−𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙 = ∬ 𝜎𝑐 𝜔𝑥2𝑑𝜃𝑑𝑥 

       D = f(x,θ) {0 ≤ 𝜃 ≤
𝜋

𝑧

0 ≤ 𝑥 ≤ ℎ
 

QPin-tip = σcω∫ 𝑑𝜃
𝜋

𝑧
0

∫ 𝑓(𝑥)𝑑𝑥
ℎ

0
 

Torque developed = ∫ ∫ 𝜎𝑐  ω𝑅𝑝𝑖𝑛
2  𝑐𝑜𝑠2θdθ dh

(
𝜋

𝑧
)

0

𝐻𝑝𝑖𝑛

0
 

     = σc ω 𝑅𝑝𝑖𝑛
2   𝐻𝑝𝑖𝑛  [

𝜋

2𝑛
+

1

4
sin(2𝜋/𝑧)]   (4) 

For the pin vertical/matrix contact surface, 

Qpin-vertical = 𝑧

2
 σc ω 𝑅𝑝𝑖𝑛

2  𝐻𝑝𝑖𝑛  [
2𝜋

𝑧
+ sin(2𝜋/𝑧)]   (5) 

where, contact stress  𝜎𝑐 = µ𝑃, µ is the friction coefficient, 𝜔 is the angular velocity of the 
tool, pin height (Hpin) and shoulder radius (Rs) represent the dimensions of the pin. P is the 
vertical force given by the tool. 

A standard method of prescribing tool pin dimension is through its side length. So the 
above derived equations have to be rearranged by side length (a). The relationship 
between pin circumferential radius and pin side length can be represented as, 

    𝑅𝑝𝑖𝑛 =  
𝑎

2𝑆𝑖𝑛(
𝜋

𝑧
)
            (6)   

Applying this, equations (3 – 5) can be remodified as, 

Qpin-tip = n σc ω 𝑎3

8𝑆𝑖𝑛3(
𝜋

𝑛
)
 [2

3
 sin (

𝜋

𝑧
) −

2𝑠𝑖𝑛3(
𝜋

𝑧
)

9
]   (7) 

Qpin-tip = 1

12
 z σc ω 𝑎3 [ 1

𝑆𝑖𝑛2(
𝜋

𝑧
)

−
1

3
]     (8) 

Qpin-vertical =   z σc ω 𝑎2

8𝑆𝑖𝑛2(
𝜋

𝑧
)
  𝐻𝑝𝑖𝑛  [

2𝜋

𝑧
+ sin (

2𝜋

𝑧
)]   (9) 

Qpin-vertical = z σc ω 𝑎2𝐻𝑝𝑖𝑛 [ 𝜋

4𝑆𝑖𝑛2(
𝜋

𝑧
)

−
1

4

cos(
𝜋

𝑧
)

sin(
𝜋

𝑧
)
]   (10) 

Qpin-vertical = z σc ω 𝑎2𝐻𝑝𝑖𝑛 [ 𝜋

4𝑆𝑖𝑛2(
𝜋

𝑧
)

−
1

4tan(
𝜋

𝑧
)
]   (11) 

These equations can be simplified by introducing multiplication factors as, 

Qpin-tip = XR τc ω 𝑅𝑝𝑖𝑛
3         (12) 

Qpin-vertical = YR   τc ω 𝑅𝑝𝑖𝑛
2  𝐻𝑝𝑖𝑛      (13) 

Qpin-tip = XS τc ω 𝑎3        (14) 

Qpin-vertical = YS τc ω 𝑎2𝐻𝑝𝑖𝑛      (15) 
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The values of multiplication factors for various number of pin sides are given in Table 1. 

Table 1: Multiplication factor values 

Pin shape XR Value YR Value XS Value YS Value 
Triangular (n=3) 1.33 4.50 0.27 3.40 

Square (n=4) 1.54 5.01 0.64 7.15 
Pentagonal (n=5) 1.72 5.44 1.25 12.72 
Hexagonal (n=6) 1.89 5.82 2.16 20.35 

Based on the obtained values for the given number of sides, these multiplication factors 
can be written as a function of number of sides (z), 

XR = 0.77z0.5 (16) 
YR = 3z0.37 (17) 
Xs = 0.01z3 (18) 
Ys = 0.2z2.58 (19) 

(a) (b) 
Fig. 6: Change in multiplication values (XR and YR) (a) when radius of pin is 

considered, (b) when pin side length is considered. 

3. NUMERICAL MODELLING
In ANSYS workbench, transient temperature rises for different pin profiles,

Triangular(T), Square (S), Pentagonal (P) and Hexagonal (H)) were analyzed using 
analytically estimated heat input for different pin profiles to analyze variation in dwell 
period to reach the required peak temperature in order to switch over from dwell period to 
weld period. Applied heat flux does not change in the X and Z directions and it varies only 
with respect to the Y direction as the thermal conductivity reduces heat flow towards the 
depth of the workpiece. So, a two-dimensional cross section geometry model was adopted 
for the analysis. A AA2024-T3 plate was considered as the base material for the current 
analysis. Other properties considered for the analysis are denoted in Tables 2 and 3. 

Table 2: Temperature dependent thermal property of base metal [15] 

Temperature (K) 290 373 473 573 673 
Specific heat capacity (J kg-1 K-1) 864 921 1047 1130 1172 
Thermal conductivity (W m-1 K-1) 120 134.4 151.2 172.2 176.4 
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Table 3: process parameters and tool material properties 

Property/parameter Value 
Diameter of tool shoulder (mm) 15 
Diameter of the pin (mm) 5 
Height of the tool pin (mm) 5.7 
Base metal thickness (mm) 6 
Material density (tool) (kg/m3) 7930 
Density of base metal (kg/m3) 2780 
Tool specific heat capacity (J kg-1 K-1) 502 
Thermal conductivity of tool (W m-1 K-1) 21.4 
Base metal bottom side heat transfer coefficient at the bottom of 
the workpiece (W m-2 K-1) 

300 

Base metal top side Heat transfer coefficient          (W m-2 K-1) 50 
Base metal other side heat transfer coefficient        (W m-2 K-1) 
except top and bottom surfaces  

200 

3.1  Boundary and Initial Conditions 
At tool shoulder/matrix interface  

k 














sholdern
T  = η(Qhorizontal – Qpin-tip) |

𝑅𝑝𝑖𝑛 ≤  X ≤  𝑅𝑠

t >  0
  

At Pin tip/matrix interface 

k


















−tipPinn
T  = η Qpin-tip |

0 ≤  X ≤  𝑅𝑝𝑖𝑛

t >  0
  

At Pin vertical/matrix interface 

k 














−verticalPiinn
T  = η Qpin-vertical |

0 ≤  Y ≤  𝐻𝑝𝑖𝑛

t >  0 
  

Convective heat transfer from other surfaces to atmosphere 

k


















−− sidebottomTopn
T  = hx (Tx - Tamb), 

where hx represents convective heat transfer coefficient between base metal and 
atmosphere, Tx is surface temperature of the workpiece during the joining process at 
different points and Tamb refers to ambient temperature. For the model simplicity, the 
bottom surface is also considered to be directly in contact with ambient air. 
Here, η refers to the percentage of heat transferred to the workpiece. For the current 
analysis it had been considered as 95%, with the remaining 5% transferred through the 
tool.   

T(x,y) = Tinitial = 22 oC at any point when time t > 0  
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(a) Thermal distribution when hexagonal shaped pin is used.

(b) Thermal distribution when pentagonal shaped pin is used.

(c) Thermal distribution when square shaped pin is used.

(d) Thermal distribution when triangular shaped pin is used.

Fig. 7: Temperature distribution with different pin shapes used at 12.2 s of dwell period. 

4. RESULTS AND DISCUSSION
For the current analysis dwell period is considered as the time required to reach a peak

temperature of 90% of the melting temperature (775 K) of AA2024-T3. Length of the pin 
side for different pin geometries (C, S, P and H) were selected in such a way that their pin 
radius remains constant. In the view of validation of the obtained transient model, the 
estimated amount of effective heat supply during different process conditions is compared 
with an analytical model developed by Gadakh et al. [15], 

QTotal  =  2
3

𝜋𝜏𝑐𝑜𝑛𝑡𝑎𝑐𝑡𝜔(𝑅𝑠
3 + 𝑋. 𝑅𝑝𝑖𝑛

2 𝐻𝑝𝑖𝑛) (20) 

where multiplication factor X varies from 0.72 to 3 for different pin profiles. 
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Comparative analysis of heat generated along the different contact surfaces of the tool 
with the base metal are denoted in the Table.4. 

Table 4: Total heat generation at by the different pin profiles 
Pin profile QShoulder 

(kW) 
QPin-tip 

(kW) 
QPin-Vertical 

(kW) 

Qtotal 

(kW) 

Qtotal 

(kW) 
Gadhakh et al. [15] 

Triangular 4335.55 94.2 397.33 4827.09 4699.08 
Square 4306.51 123.24 458.18 4887.94 4785.11 

Pentagon 4293.69 136.06 492.19 4921.95 4874.89 
Hexagon 4288.45 141.3 510.09 4939.84 4964.67 

Gahakh et al. [15] obtained a heat generation model [Eq. 22] based on the assumption 
that any tool pin shape occupies a circular contact area when it rotates. While obtaining 
the effective heat supply along the tool horizontal surface (Qshoulder + Qpin-tip), this 
assumption was justified as the combined geometry of the horizontal surface of tool 
shoulder and pin occupies a circular contact shape. But while obtaining the heat generation 
values separately for shoulder/matrix, tool pin tip/matrix, tool side/matrix interfaces, it did 
not show any variation in the effective heat supply by the horizontal tool contact surfaces 
of all pin shapes and variations were absorbed along the vertical contact surface of the tool 
pin. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8: Transient temperature rises for different pin profiles. 

Although the tool pin occupies a circular area irrespective of pin shape while 
rotating, at any instance of time, contact surface cannot be circular and it varies with 
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respect to the number of sides considered. As in the derived equations (Eq. 14, 15, 16 & 
17) the exact geometry of the tool pin was considered, the accuracy of the obtained result
was improved. It can be noticed from Table 4. that the estimated heat generation by the
horizontal surface varies with the increase in tool pin sides.

From Fig. 9 it can be observed that the time taken to attain process peak temperature 
by the hexagonal pin profile is low compared to other shapes and time required increases 
when the number of sides decreases from pentagonal shape to triangular shape as the heat 
generated by the contact surface decreases.  

Transient temperature rise in a point where the minimum temperature was absorbed in 
the stir zone is also denoted in Fig. 8. For a constant input rotational speed, maximum and 
minimum temperatures were observed at different points along the stir zone and shown in 
Fig. 8 to analyze the temperature gradient at an instance of time. Rapid peak temperature 
achievement of the hexagonal pin profiled tool reveals the high intensity of effective heat 
input by the vertical pin surface which assists in quick plasticization of the nearby layer. 
Isolines obtained from the numerical modelling (Fig. 7) explain the relationship between 
the intensity of heat supplied and the variation of thermal field along the stir zone for an 
instance of time. The increase in the number of tool pin sides increases the temperature 
gradient in the material flow zone at the given instance of time.  

The purpose of the dwell period is to increase the temperature of the material under 
the tool shoulder until it plasticizes in order to reduce flow stress to obtain a high rate of 
strain around the tool pin. Plasticized material not only has less flow stress but also has 
lower strength to resist the movement of the tool during the weld, which increases tool 
life. Increase in the heat intensity reduces the ideal dwell period and increases the welding 
speed [22]. Increase in welding speed in turn reduces the heat affected zone.  As a result, it 
is understood that an increase in the tool pin sides results in an increase in energy input 
which drastically decreases temperature rise in the heat affected zone. Failure in FSW 
joints often occurs in the heat affected zone due to the existence of fewer needle-shaped 
precipitates. When the effective heat supply intensity is increased, tool feed rate can be 
increased. When the tool feed rate increased, the heat affected zone is reduced and the 
temperature gradient in the stir zone also becomes uniform around the tool pin, which in 
turn reduces the residual stress in the joints. 

 
 
 
 
 

Fig. 9: Change in peak and low temperatures in the stir zone. 

Obtained results indicate that although the vertical surface has a limited contribution 
on total heat supply, it has a major influence on the distribution of heat along the stir zone 
during the joining process in friction stir welding. From the graph (Fig. 9) it is evident that 
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increase in the number of tool pin sides, increases the percentage contribution of the 
vertical surface in the total heat generation. 

5.   CONCLUSIONS 
A novel heat generation model was derived and validated with the goal of analyzing 

the change in the effective heat supply according to the geometrical changes in tool pin. 
From the analytical and numerical study on the thermal field developed during the joining 
process, it can be concluded that: 

• Numerical analysis on transient temperature increase during the process suggests 
that the dwell time is directly proportional to the tool pin sides in the polygonal 
shape. The increase in tool pin sides has considerable effect on the temperature rise 
along the heat affected zone. 

• Process peak temperature increases with the increase in tool pin sides. A maximum 
of 452 oC is absorbed for the hexagonal pin geometry and a minimum of 443.6 oC 
is observed for the triangular tool pin geometry. 

• For hexagonal tool pin geometry, the effective heat supply intensity is high, which 
facilities increase in tool feed rate. When the tool feed rate increased, the heat 
affected zone is reduced and the temperature gradient in the stir zone is also 
maintained uniform around the tool pin, which in turn reduces the residual stress in 
the joints. 

• From the analytical heat generation estimation, it was understood that the increase 
in the number of sides in the tool pin increases the percentage contribution of the 
tool pin on the effective heat supply during the process. For the given process input 
conditions, usage of the hexagonal tool pin increases the total quantity of heat input 
up to 330 J/s compared to the heat supply by the tool with the triangular shaped 
tool pin. 
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ABSTRACT:  This paper presents multi-objective optimization for a snake robot with 
serpentine locomotion. Genetic algorithm (GA) is used to achieve two objectives: 
minimizing the total travelling time and minimizing the total energy consumption. The 
effect of initial values of winding angle and acceleration on energy consumption and 
average speed is depicted. The simulation results show a periodic pattern of the joint 
torques when the robot maintains a serpenoid curve during travel. Moreover, a Pareto-
optimal front was generated for optimal solutions of both of the objectives, while the 
weighted sum method was used for selecting the best solution. Finally, the simulation 
results were verified experimentally on an eight-link snake robot considering the 
limitations of the servomotors used in the experiment. The experimental results with the 
winding angle of 30° was found as the optimum winding angle that can achieve both 
objectives of minimizing the energy consumption and the travelling time.  

ABSTRAK: Kajian ini berkenaan pelbagai-objektif optimum bagi robot ular dengan 
gerakan serpentin. Algoritma genetik (GA) diguna bagi mencapai dua objektif ini iaitu 
mengurangkan jumlah masa gerakan dan guna tenaga. Gambaran kesan awal nilai sudut 
belitan dan pecutan pada guna tenaga dan purata kelajuan dihasilkan. Dapatan simulasi 
menunjukkan corak berkala tork sendi yang tetap terhasil semasa robot ini berkeadaan 
lengkung serpenoid ketika bergerak. Tambahan, Pareto-optimal berdepan terhasil bagi 
solusi optimum pada kedua-dua objektif, sementara kaedah berat campuran digunakan 
bagi menentukan solusi terbaik. Akhirnya, dapatan simulasi disahkan secara eksperimen 
pada robot ular lapan-bahagian dengan menimbangkan kekurangan servomotor yang 
digunakan dalam eksperimen. Dapatan eksperimen menunjukkan sudut belitan 30° 
adalah sudut belitan optimum bagi kedua-dua objektif iaitu mengurangkan tenaga dan 
masa gerakan. 

KEYWORDS: snake robot; serpentine locomotion; genetic algorithm; multi-objective 

optimization; Pareto optimality 

1. INTRODUCTION
Snake robots are robotic mechanisms inspired by the motion of biological snakes.

Snake robots were studied during the last five decades, although the early work on real 
snakes was conducted by the zoologist, Gray [1]. The first snake robot was developed by 
Hirose in 1972 [2]. A considerable number of research projects on snake robots focused on 
their design and modelling; thus, various models of snake-like robots were proposed in the 
literature [3-7]. On the other hand, several studies focused on the control of the snake 
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robot locomotion [8,9], while others focused on applications for snake robots such as pipe 
inspection [10], and rescue tasks [11,12]. 

The pioneer model of a snake robot was presented by Hirose in his book [3], where he 
presented a thorough study of the locomotion patterns of the natural snake and formulated 
what he called a serpenoid curve, which closely mimics the locomotion of living snakes. 
Hirose used a snake robot with passive wheels in his experiments to achieve normal 
friction much higher than tangential friction, which was an essential principle in snake 
movement. On contrary, Saito et al. [4] designed a wheel-less snake robot with direct 
contact to the ground. The snake has the potential of adapting to the environment at the 
cost of increased power consumption. Saito developed his model based on Hirose’s 
principle and obtained equations of motion for a multi-link snake robot travelling with 
serpentine locomotion. Their model, which was based on the directional friction 
coefficients, had the feature of decoupling the inertial locomotion from the internal shape 
motion. Another detailed work on snake robot was introduced in [13]. They presented a 
systematic complete description of a snake robot in travelling wave locomotion based on 
the snake robot model introduced by Hirose. The effects of the initial winding angle and 
friction coefficient on the joint input torques were also discussed. Simulation and 
experiment in that study were carried out using locomotion along a vertical plane. 
However, this type of locomotion usually needs two periods of serpenoid curve to 
guarantee two supporting points in contact with the ground to keep the snake robot 
balanced. 

Unlike traditional robots, snake robots are unique in terms of their shape variant, 
degree of freedom, and locomotion types. Hence, a snake robot has a controllable shape 
that can achieve a specific locomotion that helps the snake to follow a certain path in a 
certain direction. More precisely, the snake robot’s amplitude (which is controlled by the 
initial winding angle) and the number of cycles can be controlled so that the shape and the 
size of the snake robot are both variable. Besides, the acceleration of the snake robot plays 
a role that affects the travelling speed and energy consumption, and that leads to the need 
for optimization of locomotion parameters. Therefore, optimization was another area of 
interest in the research on snake robots, as noticed in [14]. The authors in this study 
introduced the snake robot model in such a way that optimization could be used to find the 
optimal parameters for power and speed efficiency. In their study, they used Pareto 
optimality to obtain the optimal values of snake parameters. For example, they found that 
one period of the serpenoid curve could achieve the optimal power efficiency. Similar 
work was proposed in [15] for the locomotion efficiency of snake robots. Optimization 
was also used by [16], who proposed a path planning technique based on a serpenoid 
curve and real time dual genetic algorithm to control the snake-like robot. They used 
multi-objective optimization to find the shortest path and the minimum curvature 
deviation, as well as decrease the influence of motion error. Another study in [17] used 
genetic algorithm (GA) to find the optimal central pattern generator (CPG) parameters in 
terms of moving speed of a snake robot considering the effect of friction coefficients. The 
study included the design of a fuzzy tuner for CPG-network parameters during robot 
motion to achieve maximum speed. Genetic algorithm (GA) was also used to optimize the 
control parameters of a snake robot in [18]. The proposed PI/Backstepping control in that 
study aimed to reduce the tracking error and control energy in snake robot motion. 

The focus of this paper is on multi-objective optimization of a snake robot’s 
parameters to enhance its efficiency in terms of travelling speed and energy consumption. 
This study considers the serpentine locomotion of the snake robot while travelling along a 
straight line. 
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2.   SYSTEM DESCRIPTION 
In this section, a brief description is introduced for the snake robot model used in this 

study including the dynamics of the snake robot. Furthermore, the parameters that play 
role in achieving the objective functions are also discussed. 

2.1  Model of Snake Robot 
The model of snake robot used in this study is the one introduced in [3]. In that 

model, the serpenoid curve is used to control the body shape of the snake robot during 
travel in serpentine locomotion. The serpenoid curve can be achieved by the curvature 
function as follows: 

𝜌(𝑠) =
−2𝜋𝛼

𝐿
𝑠𝑖𝑛 (

2𝜋

𝐿
𝑠) (1) 

where 𝐿 is the length of the snake body, 𝛼 is the initial winding angle of the curve, and 𝑠 is 
the body length along the body curve, as shown in Fig. 1. 

 

Fig. 1: Snake robot scheme with serpenoid curve. 

Here, all the links are assumed to have the same length 𝐿𝑢. Hence, by integration of the 
curvature function in Eq. (1), the approximate values of relative angle 𝜃𝑖(𝑠) can be 
derived as follows 

𝜃𝑖(𝑠) = ∫ 𝜌(𝑢)𝑑𝑢
𝑠+𝑖𝐿𝑢
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−
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Consequently, angular velocity �̇�𝑖(𝑠) and angular acceleration �̈�𝑖(𝑠) can be obtained as 
follows: 
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where 
𝑖 = 1,2, … , 𝑛 − 1 
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𝑛 = number of links 
𝐿𝑢 = length of single link 
�̇� is the velocity along the body curve 
�̈� is the acceleration along the body curve given as 

�̈� = {
𝑎 0 ≤ 𝑡 < 𝑅
0 𝑅 ≤ 𝑡 < 𝑇 − 𝑅

−𝑎 𝑇 − 𝑅 ≤ 𝑡 < 𝑇
 (5) 

where, 𝑎 is the initial acceleration, 𝑅 is the acceleration/deceleration time and 𝑇 is the total 
travelling time.  

Since �̈� is given, �̇� and 𝑠 can be found by finding the first integral and second integral of �̈�, 
respectively. Based on the above equations, 𝜃𝑖(𝑠) can be varied to control the body shape 
and travelling speed of the snake robot. 

2.2  Dynamics of the Snake Robot 
As mentioned above, the locomotion of the snake robot relies on the difference 

between tangential friction and normal friction. Thus, the dynamics of the snake robot 
describes the relationship between the joint torques, frictional force and the robot 
locomotion as illustrated in Fig. 2. 

Fig. 2: Scheme of forces acting on link i. 

To represent the environment dynamics, Coulomb friction is used so that the direction 
of motion is taken in consideration in terms of the sign of the velocity. Hence, tangential 
friction force (𝐹𝑇) and normal friction force (𝐹𝑁) for link 𝑖 can be calculated as follows: 

𝐹𝑖𝑇 = 𝜇𝑡 . sgn(𝑣𝑖𝑇). 𝑚𝑔 (6) 

𝐹𝑖𝑁 = 𝜇𝑛. sgn(𝑣𝑖𝑁). 𝑚𝑔 (7) 

where 𝜇𝑡 and 𝜇𝑛 are tangential and normal friction coefficients of link 𝑖, while 𝑣𝑖𝑇 and 𝑣𝑖𝑁 
are tangential and normal velocity at the center of gravity of link 𝑖. The latter two 
velocities can be calculated as follows: 

𝑣𝑖𝑇 = �̇�𝑖𝐺 cos 𝜙𝑖 + �̇�𝑖𝐺 sin 𝜙𝑖 (8) 

𝑣𝑖𝑁 = �̇�𝑖𝐺 sin 𝜙𝑖 + �̇�𝑖𝐺 cos 𝜙𝑖 (9) 
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where �̇� and �̇� are the velocity components at the centre of gravity of link 𝑖. Using Eqs. (6) 
and (7), the 𝑥 and 𝑦 components of the friction force are expressed as: 

𝐹𝑖𝑥 = 𝐹𝑖𝑇. cos 𝜙𝑖 − 𝐹𝑖𝑁. sin 𝜙𝑖 (10) 

𝐹𝑖𝑦 = 𝐹𝑖𝑇. sin 𝜙𝑖 − 𝐹𝑖𝑁. cos 𝜙𝑖 (11) 

Referring to Fig. 2 and by applying Newton’s second law of motion, the motion for the 
link 𝑖 with respect to the link 𝑖+1 can be described as follows 

𝑓𝑖𝑥 − 𝑓𝑖+1𝑥 + 𝐹𝑖𝑥 = 𝑚�̈�𝑖𝐺  (12) 
𝑓𝑖𝑦 − 𝑓𝑖+1𝑦 + 𝐹𝑖𝑦 = 𝑚�̈�𝑖𝐺 (13) 

𝜏𝑖 − 𝜏𝑖+1 + (𝑓𝑖𝑥 + 𝑓𝑖+1𝑥 + 𝐹𝑖𝑥) 𝐿𝑢 sin 𝜙𝑖 2⁄ − (𝑓𝑖𝑦 + 𝑓𝑖+1𝑦 + 𝐹𝑖𝑦) 𝐿𝑢 cos 𝜙𝑖 2⁄ = 𝐼𝑖�̈�𝑖
 (14) 

However, joint 1 and joint 𝑛+1 represent the tail and the head of the snake robot where no 
actuators are attached. Therefore, torque and force at both ends will be zeros as expressed 
in the following two equations: 

𝑓1𝑥 = 𝑓1𝑦 = 𝑓𝑛+1𝑥 = 𝑓𝑛+1𝑦 = 0 (15) 

𝜏1 = 𝜏𝑛+1 = 0 (16) 

By taking summation of both sides of the recursive formulas Eqs. (12) and (13) and then 
satisfying the conditions in Eqs. (15) and (16), the force equations Eqs. (17) and (18) of 
link 𝑖 are obtained. 

𝑓𝑖𝑥 = ∑ 𝑚�̈�𝑗𝐺

𝑛

𝑗=𝑖

− ∑ 𝐹𝑗𝑥

𝑛

𝑗=𝑖

 (17) 

𝑓𝑖𝑦 = ∑ 𝑚�̈�𝑗𝐺

𝑛

𝑗=𝑖

− ∑ 𝐹𝑗𝑦

𝑛

𝑗=𝑖

 (18) 

Substituting Eq. (17) and (18) in the torque Eq. (14), we get: 

𝜏𝑖 − 𝜏𝑖+1 + (2 ∑ 𝑚�̈�𝑗𝐺

𝑛

𝑗=𝑖

− 2 ∑ 𝐹𝑗𝑥

𝑛

𝑗=𝑖

− 𝑚�̈�𝑖𝐺 + 𝐹𝑖𝑥) 𝐿𝑢 sin 𝜙𝑖 2⁄  

− (2 ∑ 𝑚�̈�𝑗𝐺

𝑛

𝑗=𝑖

− 2 ∑ 𝐹𝑗𝑦

𝑛

𝑗=𝑖

− 𝑚�̈�𝑖𝐺 + 𝐹𝑖𝑦) 𝐿𝑢 cos 𝜙𝑖 2⁄ = 𝐼𝑖�̈�𝑖 

(19) 

Consequently, summation of both sides of Eq. (19) gives: 

∑ {(2 ∑ 𝑚�̈�𝑗𝐺

𝑛

𝑗=𝑖

− 2 ∑ 𝐹𝑗𝑥

𝑛

𝑗=𝑖

− 𝑚�̈�𝑖𝐺 + 𝐹𝑖𝑥) 𝐿𝑢 sin 𝜙𝑖 2⁄

𝑛

𝑖=1

− (2 ∑ 𝑚�̈�𝑗𝐺

𝑛

𝑗=𝑖

− 2 ∑ 𝐹𝑗𝑦

𝑛

𝑗=𝑖

− 𝑚�̈�𝑖𝐺 + 𝐹𝑖𝑦) 𝐿𝑢 cos 𝜙𝑖 2⁄ } = ∑ 𝐼𝑖�̈�𝑖

𝑛

𝑖=1

 

(20) 

By solving Eq. (20) we obtain the only unknown variable (�̈�1) which is the rotation 
acceleration of the first joint. However, from kinematics of link 𝑖 at the center of gravity 
we have: 
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�̈�𝑖𝐺 = �̈�𝑖 −
𝐿𝑢

2
cos 𝜙𝑖�̇�𝑖 −

𝐿𝑢

2
sin 𝜙𝑖�̈�𝑖 (21) 

�̈�𝑖𝐺 = �̈�𝑖 −
𝐿𝑢

2
sin 𝜙𝑖�̇�𝑖 +

𝐿𝑢

2
cos 𝜙𝑖�̈�𝑖 (22) 

Hence, substituting Eqs. (21) and (22) in Eqs. (17) and (18) gives: 

𝑛�̈�1 − ∑ [∑(𝐿𝑢 cos 𝜙�̇�𝑘
2 + 𝐿𝑢 sin 𝜙𝑘�̈�𝑘) +

𝐿𝑢

2
cos 𝜙𝑖�̇�𝑖 +

𝐿𝑢

2
sin 𝜙𝑖�̈�𝑖

𝑖−1

𝑘=1

]

𝑛

𝑖=1

= ∑ 𝐹𝑖𝑥/𝑚

𝑛+1

𝑖=1

 (23) 

𝑛�̈�1 − ∑ [∑(𝐿𝑢 sin 𝜙�̇�𝑘
2 − 𝐿𝑢 cos 𝜙𝑘�̈�𝑘) +

𝐿𝑢

2
sin 𝜙𝑖�̇�𝑖 −

𝐿𝑢

2
cos 𝜙𝑖�̈�𝑖

𝑖−1

𝑘=1

]

𝑛

𝑖=1

= ∑ 𝐹𝑖𝑦/𝑚

𝑛+1

𝑖=1

 (24) 

Substituting (�̈�1) obtained from Eq. (20) into Eqs. (23) and (24), we get the linear 
acceleration of the first link (�̈�1) and (�̈�1). 
Moreover, substituting the obtained variables from Eqs. (20), (23) and (24) into Eq. (19), 
all the joints’ torques required to generate the robot motion are obtained. Consequently, 
the power consumption of each joint can be calculated as 

𝑃𝑖 =   |𝜏𝑖�̇�𝑖| (25) 

Hence, total energy consumption of all joints for the travelling time, T can be calculated as 

𝐸𝑇 = ∑ ∫ |𝜏𝑖�̇�𝑖|
𝑇

0

𝑑𝑡 

𝑛

𝑖=1

(26) 

Since time segment used in this case is discrete, trapezoidal numerical integration can be 
used to find an approximation of the total energy consumption.  

2.3 Energy Consumption and Average Speed 
As mentioned earlier in this paper, the target of this study is to achieve the maximum 

average speed (or minimum travelling time) of the snake robot using minimum energy

consumption. For this purpose, we need to study the factors that may affect the average

speed and the energy consumption of the snake robot. Namely, we focus on the winding

angle and the acceleration of the snake robot, as illustrated in the following subsections. 

2.3.1 Effect of Winding Angle on Energy Consumption and Average Speed

In order to study the effect of acceleration and winding angle of the snake robot on 
energy consumption and average speed of the forward motion, several simulations were 
performed. In these simulations, the snake robot travelled forward using serpentine 
locomotion for a distance of 3 meters. In the next step, winding angle was varied within 
the range 0.3 to 1.5 radians, while the acceleration was kept constant at 0.1 m/s2. The 
results of this simulation are shown in Fig. 3. 

As seen in Fig. 3, increasing the winding angle of the snake robot has an undesired 
effect on both energy consumption and average speed. In other words, if the winding

angle is increased, the average speed of the snake robot is decreased, and the energy

consumption is increased. Since the objective is to minimize the energy consumption as 
well as the travelling time of the snake robot, it is obviously clear that selecting a 
minimum winding angle would achieve both objectives. The detailed results of this 
simulation are listed in Table 1. 
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Fig. 3: Effect of winding angle on energy consumption and average speed. 

Table 1: Effect of winding angle on energy consumption and average speed 
Winding 

Angle 
Travelling 

Time 
(s) 

Average 
Speed 
(m/s) 

Energy 
Consumption 

(J) radian (°) 
0.3 17.2 06.70 0.45 0.70 
0.4 22.9 06.80 0.44 0.96 
0.5 28.6 06.90 0.43 1.22 
0.6 34.4 07.10 0.42 1.50 
0.7 40.1 07.30 0.41 1.86 
0.8 45.8 07.70 0.39 2.41 
0.9 51.6 08.00 0.38 2.88 
0.1 05.7 08.30 0.36 3.52 
1.1 63.0 08.90 0.34 4.34 
1.2 68.8 09.40 0.32 5.15 
1.3 74.5 10.20 0.30 6.17 
1.4 80.2 11.10 0.27 7.35 
1.5 85.9 12.20 0.25 8.76 

As illustrated in Table 1, while the winding angle is gradually increased from 0.3 to 
1.5 radians, the travelling time of the snake robot is also increased. Accordingly, the 
average speed (travelled distance divided by travelling time) is decreased. Table 1 shows 
that applying minimum winding angle (0.3 radian) can achieve maximum average speed 
(0.45 m/s) and minimum energy consumption (0.70 J). On the contrary, applying 
maximum winding angle (1.5 radian) leads to undesired minimum average speed (0.25 
m/s) and undesired maximum energy consumption (8.76 J). 

2.3.2 Effect of Acceleration on Energy Consumption and Average Speed 

To study the effect of acceleration along the body of the snake robot on energy

consumption and average speed, simulation tests were carried out using different values of 
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acceleration ranging between 0.1 and 1.3 m/s2, while the winding angle was kept constant 
at 𝜋/3 radian. Simulation results are shown in Fig. 4. 

Fig. 4: Effect of acceleration on energy consumption and average speed. 

Figure 4 demonstrates that the acceleration along the body of the snake robot has a 
contradictory effect on average speed and energy consumption. Hence, increasing the 
acceleration will increase average speed, and that matches the first objective. On the other 
hand, increasing the acceleration will increase energy consumption of the snake robot, 
which mismatches the second objective. Therefore, there is no single value of acceleration 
that can achieve both objectives. 

For more details, Table 2 illustrates the effect of the initial acceleration of the snake 
robot on average speed and energy consumption. For example, applying the maximum 
acceleration (1.3 m/s2) achieves the maximum average speed (1.60 m/s), however, that 
leads to undesired maximum energy consumption (5.32 J). While applying the minimum 
acceleration (0.1 m/s2) achieves the minimum energy consumption (1.61 J), but leads to 
undesired minimum average speed (0.42 m/s). 

Table 2: Effect of acceleration on energy consumption and average speed 
Acceleration 

(m/s2) 
Travelling 
Time (s) 

Average 
Speed (m/s) 

Energy 

Consumption (J) 
0.1 7.2 0.42 1.61 
0.2 4.9 0.63 1.83 
0.3 4.0 0.77 1.96 
0.4 3.5 0.89 2.40 
0.5 3.1 0.99 2.55 
0.6 2.8 1.08 2.65 
0.7 2.6 1.17 2.85 
0.8 2.5 1.27 3.93 
0.9 2.3 1.33 3.88 
0.1 2.2 1.41 4.27 
1.1 2.1 1.48 4.97 
1.2 2.0 1.54 4.94 
1.3 1.9 1.60 5.32 

In conclusion, both objective functions (minimizing of energy consumption and 
maximizing of average speed) are dependent on winding angle and acceleration of the 
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snake robot. Consequently, the latter two parameters need to be optimized in order to 
achieve the mentioned objective functions. Once the optimization parameters are defined, 
the simulation setup can be started as described in the following section. 

3.   SIMULATION SETUP 
Multi-objective optimization described in the previous section was implemented using 

the gamultiobj function in MATLAB that applies a genetic algorithm to find Pareto-

optimal front of multiple objective functions. Pareto-optimal front contains optimal 
solutions that fit the objective functions. The general form of the gamultiobj function is 
expressed as follows: 

[X, FVAL] = gamultiobj (FitnessFcn, nVars, A, b, , , LB, UB, options) 

where X: is a matrix of all solutions of the design variables (winding angle and 
acceleration) 

FVAL: is a matrix of all values of objective functions defined in FitnessFcn 
(average speed and energy consumption) 

A fundamental step in optimization techniques is that initial values need to be set 
before moving forward in the optimization process. The initial values of the function’s 
parameters that have been used in this study are described in Table 3. 

Table 3: Initial values for parameters of gamultiobj function 

Parameter Value Description 
FitnessFcn multiObjFcn Fitness Function 

nVars 2 Number of design variables 
LB [𝜋/6, 0.1] Lower bounds 
UB [𝜋/3, 2.0] Upper bounds 

PopulationSize 50 Number of individuals 
Generations 15 Total number of generations 

 
The fitness function in this simulation uses the snake locomotion model as described 

in Section 2. The fitness function has two parameters as input: winding angle and 
acceleration, the values of which are generated by the genetic algorithm. On the other 
hand, the fitness function returns the values of the two parameters: energy consumption 
and average speed, which will be used by genetic algorithm to determine the fitness value 
of the input variables. Moreover, the other variables related to snake robot are initialized 
in the fitness function as described in Table 4. 

Table 4: Initial values for snake robot variables 

Variable Value Description 
n 8 Number of links 
L 1 Length of snake body (m) 
m 0.1 Mass of single link (kg) 
I 0.0001 Moment of inertia (kg m2) 

Mu_t 0.07 Tangential friction coefficient 
Mu_n 0.7 Normal friction coefficient 
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The travelling distance was set to 3 meters, which is enough to get more than one full 
cycle of the snake shape. Meanwhile, the speed of the snake �̇� along the serpenoid curve is 
determined by rise time R as described in �̈� function in Eq. (5). Arbitrarily, the value of R 
is set to 5 seconds. The process of multi-objective optimization is illustrated in the 
flowchart shown in Fig. 5.  

Fig. 5: Flowchart of multi-objective optimization process. 

4. SIMULATION RESULTS
At first, the fitness function was simulated using settings in Section III. The fitness

function uses kinematics and dynamics of the snake robot to achieve the serpentine 
locomotion. The results show a variety of input torques of the snake robot joints as seen in 
Fig. 6. 

Fig. 6: Input torque for snake robot joints. 

The pattern of the joints’ torques shows a periodic shape because the snake is 
following a repeated sinusoidal path. However, it can be noticed that the middle joint 

Objective Function 

𝑋1 
(Winding angle) 

𝑋2 
(Acceleration) 

𝑉𝑎𝑙2 
(Average speed) 

𝑉𝑎𝑙1 
(Energy consumption) 

-0.25

-0.15

-0.05

0.05

0.15

0.25

0 1 2 3 4 5 6 7 8 9 10 11

To
rq

ue
 (N

.m
)

Time (s)

Joint 3 Joint 5 Joint 7

373



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Badran et al. 
https://doi.org/10.31436/iiumej.v22i2.1691 

 

(joint 5) has the highest torque compared to the other joints. Consequently, the torque is 
lower when joints are farther from the centre of the snake robot (joints 3 and 7), which 
makes sense, as each joint is affected by the forces of the preceding and succeeding links. 
Several simulations were carried out using gamultiobj tool in order to optimize the 
winding angle and acceleration parameters. Therefore, different values of these two 
parameters were used for multi-objective optimization. On the other hand, Population Size 
was selected as follows: 20, 30, 40 and 50, along with different values of the number of 
Generations and Pareto Fraction. The travelling distance was selected as 3 meters. 
Eventually, the configuration that showed the least gaps between solution points was 
selected, which was as follows: PopulationSize: 50, Generations: 15, Pareto Fraction: 0.7. 
Using the previous configuration, simulation was repeated for three trials giving the 
optimal solutions using Pareto-optimal front as shown in Fig. 7. 

 
Fig. 7: Pareto-optimal front using (PopulationSize = 50, Generations = 15).  

Despite using the same parameters in the three trials, the possible solutions are 
different from one trial to another as seen in Fig. 7. That is referred to the algorithm of the 
optimization technique, which uses random numbers for the initialization process. 
Nevertheless, by looking at the Pareto-optimal front in Fig. 7, all the possible solutions of 
the three trials lie within the same precision, which denotes the stability of the 
optimization process. The three trials have almost the same range of solutions that is 
located between 1.3 and 6.8 Joules for energy consumption, and between 1.5 and 6.2 
seconds for travelling time. It is also noticed that concentration of solutions decreases as 
travelling time increases. 

The solutions in the Pareto-optimal front are used to determine the relative angles for 
each joint of the snake robot to achieve the objective functions. Table 5 shows the relative 
joints’ angles based on the optimized parameters. By looking at Table 5, it is noticed that 
all values of winding angle (𝛼) are approaching π/6 which is the minimum value within 
the angle bounds as initialized in gamultiobj function. These values match with winding 

angle curve behaviour in Fig. 3. On the other side, values of acceleration have wider 
range that almost covers the whole range of acceleration (0.1 to 2.0) as initialized in the 
gamultiobj function. However, all Pareto optimal solutions in Table 5 are slightly different 
from each other, which denotes the fact that all solutions can be accepted with a little 
difference in fitting the objective functions 
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Table 5: Relative joints’ angles for optimized parameters Pareto-optimal front 
Pareto 

Solution 
Winding 
Angle (°) 

Acceleration 
(m/s2) 

Joints’ Angles (°) 
𝜽𝟏 𝜽𝟐 𝜽𝟑 𝜽𝟒 𝜽𝟓 𝜽𝟔 𝜽𝟕 

1 31.0 0.22 -09.2 -22.0 -21.8 -8.9 09.2 22.0 21.8
2 31.0 0.62 -09.5 -22.1 -21.7 -8.6 09.5 22.1 21.7
3 31.0 1.80 -10.3 -22.4 -21.4 -7.8 10.3 22.4 21.4
4 31.0 1.57 -10.1 -22.3 -21.5 -8.0 10.1 22.4 21.5
5 31.1 0.51 -09.5 -22.1 -21.8 -8.7 09.5 22.1 21.8
6 31.1 1.12 -09.9 -22.3 -21.7 -8.3 09.9 22.3 21.7
7 31.2 0.72 -09.6 -22.2 -21.8 -8.6 09.6 22.2 21.8
8 31.2 0.93 -09.8 -22.3 -21.8 -8.5 09.8 22.3 21.8
9 31.3 0.57 -09.6 -22.3 -21.9 -8.8 09.6 22.3 21.9
10 31.3 0.83 -09.7 -22.3 -21.9 -8.6 09.7 22.3 21.9
11 31.3 1.27 -10.0 -22.5 -21.7 -8.3 10.0 22.5 21.7
12 31.3 0.31 -09.4 -22.2 -22.0 -8.9 09.4 22.2 22.0
13 31.3 1.87 -10.5 -22.6 -21.6 -7.8 10.5 22.6 21.6
14 31.3 1.61 -10.3 -22.6 -21.6 -8.0 10.3 22.6 21.6
15 31.3 1.41 -10.1 -22.5 -21.7 -8.2 10.1 22.5 21.7
16 31.3 0.78 -09.7 -22.4 -21.9 -8.6 09.7 22.4 21.9
17 31.3 1.78 -10.4 -22.6 -21.6 -7.9 10.4 22.6 21.6
18 31.4 0.95 -09.9 -22.5 -21.9 -8.5 09.9 22.5 21.9
19 31.5 1.26 -10.1 -22.6 -21.9 -8.3 10.1 22.6 21.9
20 31.5 1.13 -10.0 -22.6 -22.0 -8.4 10.0 22.6 22.0
21 31.6 1.03 -10.0 -22.6 -22.0 -8.5 10.0 22.6 22.0
22 31.6 0.16 -09.4 -22.4 -22.3 -9.1 09.4 22.4 22.3
23 31.8 1.84 -10.6 -23.0 -21.9 -8.0 10.6 23.0 21.9
24 31.8 1.93 -10.7 -23.0 -21.9 -7.9 10.7 23.0 21.9
25 31.8 0.15 -09.4 -22.5 -22.5 -9.2 09.4 22.6 22.5

4.1  Selection of the Best Solution 
After obtaining the Pareto optimal solutions, which can be considered as equally 

accepted solutions, only one solution is needed to achieve the objective functions. For 
such a case, several methods are available and can be used to select a single solution from 
all Pareto optimal solutions. One of these methods the weighted sum method (also called 
utility function), which is one of the simplest and most meaningful methods for solving 
multi-objective optimization problems [19]. Moreover, the weighted sum method is more 
suitable for a convex Pareto frontier (which is the case in this study). In this method, a 
weighting factor (𝑤𝑖) is given for each of the objective functions (𝑓𝑖) based on its 
importance compared to the other objective functions. Then a total or overall utility 
function 𝑈 can be defined as follows [20]: 

𝑈 = ∑ 𝑤𝑖𝑓𝑖(𝑋)

𝑘

𝑖=1

(27) 

where 
𝑤𝑖 is the weighting factor 
𝑘 is the number of objective functions 
𝑋 is a vector of design variables.  
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The solution can be found by maximizing (or minimizing) the total utility 𝑈 based on 
the objective function. The result of this method is a single value, but it may denote more 
than one solution when they have the same utility value.  

Let us say there are two objective functions: 𝑓1 and 𝑓2, then there should be two 
preselected weighting factors: 𝑤1 and 𝑤2. The weights used in this method usually satisfy 
the normalization condition: 

∑ 𝑤𝑖 = 1

𝑘

𝑖=1

 (28) 

Using the solution set of trial 1 in Fig. 7, the weighted sum method was applied 
several times using various weights for each of the objective functions. However, all 
values of the objective functions need to be normalized (between 0 and 1) to eliminate the 
effect of the big difference among values of different units. Hence, the following formula 
was used for normalization purposes: 

𝑥𝑛𝑜𝑟𝑚 =
𝑥 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
 (29) 

Each time the weighted sum method was applied, only one solution was selected out 
of all solutions in the Pareto curve.  The results of using different combination of weights 
are shown in Table 6, where 𝑓1 and 𝑓2 represent the objective functions, while 𝑤1 and 𝑤2 
represent their weights. 

As mentioned earlier, the weighted sum method needs a predefined weight for each of 
the objective functions. These weights are user-defined parameters, and vary from one 
case to another. Therefore, Table 6 has various values to include a wide range of weights 
for each objective function to show the effect of this variety on the selection of the best 
answer. The last two columns in Table 6 clearly show that the values match with the 
behaviour shown on the curves in Fig. 3 and Fig. 4. For example, when high priority is 
given to minimize energy consumption, as in the first case in Table 6, the minimum energy 

consumption is achieved (1.323 J) with the cost of minimum average speed (0.119 m/s). 
On the other hand, when high priority is given to maximize the average speed, as in the 
last case in Table 6, the maximum average speed is achieved (2.039 m/s) with the cost of 
maximum energy consumption (6.784 J). Nevertheless, in some of the cases, different 
pairs of weights may lead to the same result, like cases 6 and 7 in the same table. For more 
clarification, Fig. 8 illustrates the optimization results, including all possible solutions, the 
Pareto-optimal front, and the best solution (using 𝑤1= 0.4 and 𝑤2= 0.6). 

Table 6: Applying weighted sum method using variant weights for objectives functions 
𝒘𝟏 𝒘𝟐 𝒘𝟏𝒇𝟏 𝒘𝟐𝒇𝟐 

∑ 𝒘𝒊𝒇𝒊

𝟐

𝒊=𝟏

 
𝜶 

(radian) 
Acceleration 

(m/s2) 
Avg. Speed 

(m/s) 
Energy cons. 

(J) 

0.10 0.90 0.100 0.000 0.100 0.541 0.119 0.481 1.323 
0.20 0.80 0.147 0.034 0.181 0.541 0.393 0.894 1.552 
0.34 0.66 0.236 0.041 0.277 0.545 0.449 0.956 1.662 
0.40 0.60 0.188 0.110 0.298 0.541 0.848 1.309 2.326 
0.54 0.46 0.158 0.167 0.325 0.543 1.244 1.584 2.326 
0.60 0.40 0.051 0.246 0.297 0.541 1.785 1.907 4.679 
0.70 0.30 0.059 0.184 0.244 0.541 1.785 1.907 4.679 
0.82 0.18 0.054 0.126 0.180 0.541 1.823 1.937 5.131 
0.90 0.10 0.000 0.100 0.100 0.551 1.975 2.039 6.784 
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Fig. 8: Pareto-optimal front showing dominated points. 

4.2  Validation of the Obtained Results 
In order to validate the obtained results of multi-objective optimization, arbitrarily 

variant values of winding angle and acceleration were tested and compared with the 
optimized parameters. The tested values were selected from the same range of winding

angle (𝜋/6 to 𝜋/3) and acceleration (0.1 to 2.0) as initialized in gamultiobj function. The 
comparison of results is shown in Table 7. 

Table 7: Comparison of selected and optimized parameters 
Winding angle Acceleration 

(m/s2) 
Average Speed 

(m/s) 
Energy Cons. 

(J) 
Remarks 

radian (°) 
1.047 60.0 0.100 0.349 03.978 Not optimized 
1.047 60.0 0.500 0.860 07.907 Not optimized 
1.047 60.0 1.100 1.285 17.501 Not optimized 
1.047 60.0 1.400 1.440 19.691 Not optimized 
0.785 45.0 0.200 0.599 02.743 Not optimized 
0.785 45.0 0.700 1.118 04.749 Not optimized 
0.785 45.0 1.000 1.345 07.136 Not optimized 
0.785 45.0 1.500 1.659 11.385 Not optimized 
0.628 36.0 0.300 0.770 01.962 Not optimized 
0.628 36.0 0.600 1.085 02.653 Not optimized 
0.628 36.0 0.120 0.473 01.644 Not optimized 
0.542 31.1 0.314 0.797 01.511 Optimized 
0.541 31.0 0.848 1.309 02.326 Optimized 
0.541 31.0 1.272 1.611 03.549 Optimized 
0.543 31.1 1.427 1.709 03.909 Optimized 
0.541 31.0 1.823 1.937 05.131 Optimized 

The results in Table 7 clearly show that using any combination of values for winding

angle and acceleration other than the values obtained by Pareto-optimal front do not 
achieve better results in terms of fitting the objective functions. Therefore, these results 
show the validity of using multi-objective optimization technique for snake robot 
locomotion. 
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5.   EXPERIMENTAL RESULTS 
To verify the simulation results, several experiments were conducted to check the 

effect of changing the related factors on power consumption, namely, acceleration, 
winding angle and surface friction.  

5.1  Effect of Acceleration on Energy Consumption 
Acceleration here means the change of speed in the forward motion of the snake robot 

along the serpentine path after it starts moving. Consequently, this acceleration will 
determine the forward speed of the snake robot, which is theoretically assumed to be 
constant. However, direct control of acceleration is not an easy job; instead, controlling 
the rotation speed of the servomotors is much easier. Accordingly, the effect of the 
acceleration on power consumption can be simply found by varying the rotational speed of 
the servomotors and getting the final reading of energy consumption. 

To conduct the experiment, the value of the winding angle needs to be fixed, while 
the rotation speed of the servomotor needs to be changed within a specific range. For more 
analysis, the experiment was repeated several times using a range of winding angle from 
20° to 45° with a 5-step increment, while the range of the servomotor rotation speed was 
varied for each winding angle between the rotation speed code ‘30’ which represents 0.77 
rad/s, and the rotation speed code ‘60’ which represents 1.43 rad/s. 

In this experiment, the snake robot was run 42 times for 6-meter travel. Meanwhile, 
the winding angle and rotation speed were varied for each experiment. Digital wattmeter 
was used to measure the total energy consumption for each travel of the snake robot. The 
results are illustrated in Fig. 9. 

 
Fig. 9: Travelling time for 6-meter distance. 

Figure 9 illustrates the relationship between the servomotor rotation speed and the 
travelling time of the snake robot. The experiments were conducted using different values 
of servomotor rotation speed, starting from rotation speed code ‘30’ (0.77 rad/s) until 
rotation speed code ‘60’ (1.43 rad/s) with a 5-step increment. Meanwhile, the winding 

angle was varied from 20o to 45o with a 5-step increment also. As seen in the above figure, 
all the curves demonstrate a similar trend, which shows that the travelling time is inversely 
proportional to the servomotor rotation speed. In other words, increasing the servomotor 
rotation speed can decrease the travelling time of the snake robot. It is also noticed that the 
travelling time increased when the winding angle was above 30° as the body of snake 
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robot became more twisted. Therefore, the objective of decreasing the travelling time of 
the snake robot when it is used for exploration task can be achieved by simply increasing 
the rotation speed of the servomotors. 

The speed range used in these experiments considered the limitations of the 
servomotors. Therefore, the minimum rotation speed selected was 0.77 rad/s, since the 
speed below this value is relatively slow, while the maximum speed was 1.43 rad/s, as 
controlling the snake robot became difficult beyond that speed. 

5.2  Effect of Winding Angle on Energy Consumption 
The following experiment aims to find the relationship between the winding angle of 

a snake robot and the energy consumption after travelling a specific distance. This 
experiment was actually a part of the previous experiment, where the actual time needed 
by the snake robot to travel for 3 meters and 6 meters was measured and recorded. As 
mentioned in the previous experiment, the range of winding angle was 20° to 45° while 
the range of servomotor rotation speed was from 0.77 rad/s to 1.43 rad/s.   

In this experiment, the acceleration of the snake robot or, in other words, the 
servomotor rotation speed was kept constant (e.g. 1.43 rad/s) while the winding angle was 
varied within a range of 30° to 60°. Later on, the experiment was repeated using different 
values of winding angles while the servomotor rotational speed was kept constant. In this 
case, increasing the winding angle will obviously increase the undulation of the snake 
robot and consequently reduce its length (along the body axis) as shown in Fig. 10, which 
demonstrates snapshots of a snake robot with three different winding angles. 

𝛼 = 20°

𝛼 = 30°

𝛼 = 45°

Fig. 10: Undulation of the snake robot with different winding angles. 

Based on the above figure, increasing the undulation of the snake robot increases the 
travelling distance (because of the body shrinking), thus, the snake robot will take a longer 
time to reach its destination. The energy consumptions were measured starting from the 
beginning of each travel until the end of each travel of the snake robot using a digital 
wattmeter. The results of these experiments for 3 meters and 6 meters travelling distances 
are presented in Tables 8 and 9, and plotted in Figs. 11 and 12 respectively. 
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Table 8: Energy consumption for 3-meter distance (Wh) 
Winding 
Angle (°) 

Servomotor rotation speed (rad/s) 
0.77 0.79 0.87 0.98 1.12 1.26 1.43 

20 72 72 86 65 65 65 58 
25 72 72 65 65 65 72 58 
30 79 79 72 72 72 58 65 
35 79 79 86 72 72 72 65 
40 86 94 94 94 79 79 72 
45 101 101 94 94 101 94 86 

 
Table 9: Energy consumption for 6-meter distance (Wh) 

Winding 
Angle (°) 

Servomotor rotation speed (rad/s) 
0.77 0.79 0.87 0.98 1.12 1.26 1.43 

20 137 122 115 122 115 108 108 
25 137 122 122 122 122 115 108 
30 130 122 115 122 115 115 101 
35 137 144 137 130 130 130 115 
40 158 166 158 151 144 144 137 
45 173 166 166 166 173 158 144 

 

 
Fig. 11: Energy consumption for 3-meter distance. 

 
Fig. 12: Energy consumption for 6-meter distance. 
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The experiments were conducted using different values of servomotor rotation speed, 
starting from rotation speed code ‘30’ (0.77 rad/s) until rotation speed code ‘60’ (1.43 
rad/s) with a 5-step increment. Meanwhile, the winding angle was varied from 20o to 45o 
with a 5-step increment. The curves in both the figures demonstrated a general trend 
showing that energy consumption is inversely proportional to the servomotor rotation

speed. However, that is not the case in some ranges such as in the range between the 
rotation speed of 0.87 rad/s and 1.12 rad/s for the winding angles 25° and 30°. 

Furthermore, it can be noticed from Figs. 11 and 12 that doubling the travelling 
distance did not necessarily double the energy consumption. Instead, the energy

consumption for the 6 meters travelling distance increased in the range of 1.3 to 2 times 
the energy consumption of the 3 meters travelling distance for different winding angles 
and servomotor speeds.     

On the other hand, the direct proportional relationship between the winding angle and 
the energy consumption can be seen clearly in both figures, which means that increasing 
the winding angle increases the energy consumption. However, the curve of 30° winding

angle demonstrates an exception as it shows less energy consumption than the 25° curve, 
and even less than the 20° curve in some points. 

It can be deduced from the above analysis that minimizing energy consumption can be 
achieved by selecting a low value of winding angle. However, the practical experiment 
proved that the optimal winding angle is not necessarily the one with minimum value as 
seen in Fig. 11, where the 30° curve shows the minimum energy consumption despite it 
not being the minimum winding angle. Therefore, from an optimization perspective, 
selection of the winding angle of 30° could achieve the minimum energy consumption in 
serpentine locomotion of the snake robot. 

6. COMPARISON OF SIMULATION AND EXPERIMENTAL
RESULTS
A comparison is conducted between simulation results as shown in Fig. 13 and

experimental results shown in Fig. 12, with respect to energy consumption and travelling

speed of the snake robot. In both simulation and experiment, the snake robot was tested for 
travelling for a specific distance using different values of winding angle and rotation

speed at each time. The trend of energy consumption is divided into three regions as 
shown in Fig. 13. In the first region (Region 1) and the last region (Region 3), the energy

consumption is directly proportional to acceleration, while the middle region (Region 2) 
demonstrates an inversely proportional relationship. 

By comparing both figures, it can be seen that energy consumption in Fig. 12 is 
inversely proportional to servomotor rotation speed, which matches the trend of the 
middle region (marked with a red rectangle) in Fig. 13, where the energy consumption is 
inversely proportional to acceleration. Although the x-axes are not the same in both 
figures, they both lead to the average speed of the snake robot. 

It can be concluded from the above figures that the rotation speed of the servomotors 
used in this experiment is limited. Therefore, the experimental energy consumption shown 
in Fig. 12 cannot demonstrate the trend of Region 3 of the simulation results as seen in 
Fig. 13. 
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Fig. 13: Energy consumption in simulation results. 

Moreover, simulation results show that for achieving the objectives of minimizing 
travelling time and energy consumption the minimum winding angle and fastest rotation 

speed should be selected. On the other hand, the experimental results demonstrated 
different behaviour when servomotor rotation speed was set above 1.2 rad/s as seen in Fig. 
9. In the mentioned figures, winding angles 25° and 30° showed less travelling time than 
the winding angle 20°. Moreover, the experimental results in Fig. 12 show that the 
minimum energy consumption can be achieved using the winding angle of 30°. 

Finally, it was experimentally found that the winding angle of 30° is the optimum 
winding angle that can achieve the objectives of minimizing the energy consumption and 
the travelling time when the snake robot travels in serpentine locomotion. 

7.   CONCLUSION 
In this paper, a multi-objective optimization for snake robot locomotion is presented. 

The model of the snake robot is introduced including the dynamic effects of the 
environment including friction. The equations listed in this paper describe the model of the 
snake robot travelling in serpentine locomotion besides necessary calculation of energy 

consumption and average speed of the snake robot. Simulation results show that 
acceleration has a contradictory effect on average speed and energy consumption, while 
the initial value of winding angle affects both energy consumption and average speed 
analogously. MATLAB gamultiobj function was used to achieve two objectives: 
minimizing the total travelling time and minimizing the total energy consumption by 
obtaining the Pareto-optimal front. The comparison of selected and optimized parameters 
shows the validity of using a multi-objective optimization technique for snake robot 
locomotion to achieve both objectives. On the other hand, the experimental results 
conformed with the simulation results regarding the effect of acceleration on energy 

consumption except for the winding angles of 25°and 30°, which demonstrated less energy 

consumption than the winding angle of 20° when the servomotor rotation speed was above 
1.2 rad/s. Furthermore, the experimental results showed that the winding angle 30° was the 
optimum winding angle that can achieve both objectives of minimizing the energy 

consumption and the travelling time. 
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ABSTRACT: It is essential to have an accurate representation of a robotic rehabilitation 
device in the form of a system model in order to design a robust controller for it. This 
paper presents mathematical modelling and validation through simulation and 
experimentation of the 1-DOF Finger Extensor rehabilitation machine. The machine’s 
design is based on an iris mechanism, built specifically for training open and close 
movements of the hand. The goal of this research is to provide an accurate model for the 
Finger Extensor by taking into consideration various factors affecting its dynamics and 
to present an experimental validation of the devised model. Dynamic system modelling 
of the machine is performed using Lagrangian formulation and the involved physical 
parameters are obtained experimentally. To validate the developed model and 
demonstrate its effectiveness, hardware-in-the-loop experiments are conducted in the 
Simulink-MATLAB environment. Mean absolute error between the simulated and 
experimental response is 1.38° and the relative error is 1.13%. The results obtained are 
found to be within the human motion resolution limits of 5 mm or 5º and exhibit 
suitability of the model for application in robotic rehabilitation systems. The model 
accurately replicates the actual behavior of the machine and is suitable for use in 
controller design.  

ABSTRAK: Gambaran tepat mengenai model sistem peranti rehabilitasi robotik adalah 
sangat penting bagi pembangunan sesebuah reka bentuk alat kawalan tahan lasak. Kajian 
mengenai model matematik dan pengesahan melalui simulasi dan eksperimentasi mesin 
pemulihan 1-DOF ‘Finger Extensor’. Mesin ini direka bentuk berdasarkan mekanisme 
iris, dibangunkan khusus bagi melatih gerakan buka dan tutup tangan. Tujuan kajian ini 
adalah bagi menyediakan model Finger Extensor yang tepat dengan mengambil kira 
faktor mempengaruhi dinamik dan pengesahan model eksperimen yang dirancang. 
Model sistem dinamik mesin ini diuji menggunakan formula Lagrangian dan parameter 
fizikal yang terlibat diperoleh melalui eksperimen. Model ini disahkan dan diuji 
keberkesanannya menggunakan eksperimen Perkakasan-dalam-gelung melalui 
MATLAB-Simulink. Purata ralat mutlak antara dapatan simulasi dan respon eksperimen 
adalah 1.38° dan ralat relatif 1.13%. Dapatan kajian adalah dalam had resolusi gerakan 
tangan manusia iaitu 5 mm atau 5º dan didapati model ini sesuai bagi aplikasi sistem 
rehabilitasi robotik. Model ini tepat dalam mereplikasi kelakuan sebenar mesin dan 
sesuai digunakan bagi reka bentuk kawalan. 

KEYWORDS: modelling; simulation; experimental validation; hand rehabilitation; 
hardware-in-the-loop 
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1. INTRODUCTION
Every year, up to 15 million people suffer from stroke, making it one of the leading

causes of severe disability in the world [1]. After a neurological injury such as stroke, 
patients suffer from several impairments, of which the most common and impeding is the 
impairment to the hand sensorimotor function. The finger extensor muscles develop 
weakness during voluntary movements as a result of activity deficit. This leads to 
spasticity which is a velocity-dependent increase in muscle tone. Spasticity causes intense 
muscle contractions and stiffness that manifest in the form of a clenched fist, tensed 
fingers, a curled wrist and other deformities. These impairments lead to a decreased ability 
to open and close the hand, control individual finger movements and perform force 
coordination, thereby severely affecting the quality of life of stroke patients [2]. 

Patients undergo intense physical therapy under the guidance of an occupational 
therapist to regain functionality in the affected limb. Activity-based exercises are known to 
be effective in helping overcome the motor deficits induced by post-stroke spasticity [3]. 
However, occupational therapy is expensive and as a result, a vast majority of the patients 
do not have continuous access to it. Besides, conventional therapy is monotonous, 
repetitive and difficult to be sustained for prolonged periods of time, leading to high drop-
out rates. Furthermore, with conventional therapy, it is not possible to measure the exact 
progress of patients over time and provide them with well-regulated and a wide range of 
rehabilitative forces. Due to these factors, robot-assisted rehabilitation has seen a growing 
interest in the last few decades. Robotic devices, due to their features of high repeatability, 
interactivity, ability to provide a wide range of accurate forces and automatic measurement 
of patient progress, are becoming increasingly popular. The interactive nature of robot-
aided therapy not only increases physical engagement but also encourages cognitive 
engagement of the patient through immersive and challenging exercises. Patient 
engagement in rehabilitation is vital because encouraging human users to perform self-
initiated movements is an essential requirement to achieve motor learning and 
neuroplasticity [4]. 

Furthermore, robot-aided rehabilitation is capable of producing assistive as well as 
resistive forces that can be tailored to the specific impairment of the patient. When patients 
gain some amount of motor function in the impaired part, they are subjected to active-
resistive therapy whereby, forces are applied on the patient in a direction opposite to the 
one they are tracing. Resistive strategies enhance patient performance as they require 
additional effort from the patient to resist opposite forces. Such efforts induce 
neuroplasticity and help in development of neural pathways from the impaired muscles to 
the brain which aids in regaining of motor function [5].   

However, all these features of robotic rehabilitation devices are possible only when 
efficient controllers are developed [6]. A variety of control strategies have been proposed 
for rehabilitation robots over the past few decades. These control schemes are designed 
around the central idea of modulating assistance/resistance provided to the patient based 
on various factors such as force exerted by the patient, limb velocity, tracking error, 
interaction force/torque, EEG/EMG activity [7]. 

In recent literature, approaches such as force/stiffness control [8] Assist-as-Needed 
control (AAN) [9-11] and performance-based impedance control [7,12,13] have been 
implemented on rehabilitation robots. AAN control aims at providing minimal 
intervention in patient recovery. Performance-based impedance control modulates the 
assistance provided, based on real-time measurements of the patient's biomechanical 
characteristics. 
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Before the implementation of these control strategies, dynamic and kinematic 
modelling of the rehabilitation machine is necessary. Modelling is the mathematical 
representation of a physical system [14]. A system model is developed from mathematical 
equations and then represented graphically in software such as MATLAB, Simulink and 
StateFlow, etc. The developed model is then validated through simulations, reducing the 
cost associated with experimental validation. During the process of model development, 
trade-offs have to be made between the fidelity and simplicity of the model. Fidelity 
implies the extent to which the system model mimics the behavior of the real system and 
simplicity ensures that the model remains simple enough for smooth controller 
development in later stages. Thus, there are some deviations between the behavior of the 
actual system and its model. After balancing simplicity and fidelity, the model is validated 
using a Hardware-in-the-Loop (HiL) approach. In this approach, one or more real 
subsystems interact in a closed loop with the virtual subsystems of the model. A 
comparison between the response of such a closed-loop interaction with the simulation 
output reveals performance of the developed model [15].  

In [16], dynamic and kinematic modelling of the multipurpose rehabilitation robot, 
the Universal Haptic Pantograph, was performed. Validation of the model was carried out 
through experiments with healthy subjects reflecting its performance. Dynamic modelling 
and experimental validation of a parallel robot for upper limb rehabilitation was presented 
in [17]. Approximately zero steady-state errors points to a high degree of accuracy and 
suitability of the developed model. Dynamic modelling of a haptic finger actuated by a 
McKibben artificial muscle built for tele-operated rehabilitation was performed in [18]. 
Upon experimental validation, the model demonstrated a satisfactory performance. 

In this work, mathematical modelling and system simulation of a 1 degree-of-freedom 
(DOF) Finger Extensor rehabilitation machine was performed. A Model-Based 
Development (MBD) [15] approach to controller design was taken. Such an approach to 
design enabled verification and validation at each stage. Based on simulation results, 
modifications to the system could be made easily without incurring high costs. As a first 
step, mathematical modelling was done, followed by simulation of the system behavior. 
Simulation results were then compared to hardware measurements which demonstrated the 
accuracy of the realized model. Hardware-in-the-Loop testing of the model carried out in 
this study ensures minimization of risks and costs associated with experimental validation. 
The developed model aids in the design and implementation of a control algorithm for the 
Finger Extensor machine. 

2.   THE FINGER EXTENSOR MACHINE 
The Finger Extensor rehabilitation machine is a 1-DOF device with an iris mechanism 

lying at the heart of its dynamics. The design of the iris or diaphragm is inspired by the 
constriction and dilation of the iris of the human eye, which varies size of the pupil, 
adjusting the aperture of the eye. The iris mechanism built into the Finger Extensor 
constricts and dilates the poles at the top of its surface, to allow openings of variable sizes. 
These poles, as shown in Fig. 1 and Fig. 2 are grasped by the patient during therapy and 
enable him/her to practice finger flexion and extension [19]. 

There are six poles in the current Finger Extensor design and each pole has a blade 
associated with it. On the upper end, each blade is connected to a slider and at the bottom, 
each blade goes into a slot in a disc using a bearing, as illustrated in Fig. 2. The disc with 
slots is in turn connected to the motor actuation system through a chain and sprocket 
mechanism. As the motor turns, the sprocket induces motion into the slotted disc. This 
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causes the blades to slide and move the poles in their own respective slots at the top of the 
machine. 

Fig. 1: 1-DOF Finger Extensor machine. 

Fig. 2: CAD drawing of the side view of the iris mechanism. 

Fig. 3: Inner view of the machine. 

Figure 3 shows the actuation system of the machine comprising of a brushed planetary 
geared DC motor (Gear Ratio- 32.5:1). Rotation of the motor is recorded by a rotary 
encoder by ESB electronics, Japan (Counts per Revolution- 500) connected to the sprocket 
using a flexible shaft coupling. A torque sensor, connected close to the chain-sprocket 
mechanism provides the torque applied by the machine on to the patient. Actuation system 
and sensors are controlled by Arduino microcontroller board which is programmed in the 
Simulink environment. 
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3.    SYSTEM MODELLING 
3.1  Mechanical Model 

Newton-Euler and the Lagrange-Euler methods are the most commonly used 
approaches for deriving dynamic equations of mechanical parts of robots [20]. The former 
is ideal for on-line control applications due to reduced computational time. However, it 
falls short in providing an adequate insight into control design due to recursive 
computation. The Lagrange-Euler method is simple and systematic, providing dynamic 
equations in a matrix form and was chosen for deriving the mechanical model for the 
Finger Extensor. Dynamic equation describing motion of the Finger Extensor was written 
as 

𝑀(𝜃(𝑡), 𝜉)�̈�(𝑡) + 𝐷(𝜃(𝑡), �̇�(𝑡), 𝜉) + 𝐺(𝜃(𝑡), 𝜉) = 𝑇(𝑡)  (1) 

where,  

     𝑀(θ(𝑡), ξ) is the N x N inertia matrix. 

𝐷(𝜃(𝑡), �̇�(𝑡), 𝜉) is the N x 1 vector of coriolis and centrifugal forces. 

𝐺(𝜃(𝑡), 𝜉) is the N x 1 vector of gravitational forces. 

𝑇(𝑡) is the N x 1 vector of torques applied by the actuators. 

𝜃(𝑡), �̇�(𝑡), �̈�(𝑡) are the N x 1 vectors of joint displacements, velocities and 
accelerations respectively. 

 𝜉 is a vector (with appropriate dimension) of parameters of the mechanism such as 
payload.  

 For the Finger Extensor, 𝑀(𝜃(𝑡), 𝜉) is a 1x1 matrix, with one element equal to the 
moment of inertia of a solid cylinder with iris radius of 0.055m. 𝐷(𝜃(𝑡), �̇�(𝑡), 𝜉) and 
𝐺(θ(𝑡), ξ) for a 1-DOF machine were null matrices. 𝑇(𝑡) for the Finger Extensor is 
calculated in the subsequent sections.    

For developing the mechanical model of the Finger Extensor, the next step was to 
derive equations of motion of the moving parts of the mechanism. These were represented 
by flywheel and spring mechanical elements as shown in Fig. 4. 𝐽1, 𝐽2 represent inertia 
elements of the motor and iris mechanisms respectively, 𝑘1,  𝑏1 represent the spring 
stiffness effect and viscous and coulomb friction. 

 
Fig. 4: Block diagram representation. 

Forces acting on the motor and iris sprockets are shown in Fig. 5, where 𝜃1 is the 
angle of rotation of the motor sprocket, 𝜃2 is the angle of rotation of the iris mechanism, 
𝑇𝑔 is the torque on the driver sprocket, 𝑇𝑒 is the torque exerted by the user, 𝑓𝑐𝑟1 and 𝑓𝑐𝑟2 
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are the contact force torques. Figures 4 and 5, hence represent Eq. (1) in terms of sum of 
forces (inertial, gravitational, frictional) acting on the machine. 

As per D’Alembert’s law, sum of torques on both flywheels was given by the 
equations 

𝑇𝑔 = 𝐽1𝜃1̈ + 𝑘1𝜃1 + 𝑏1(𝜃1̇ − 𝜃2̇) − 𝑓𝑐𝑟1 (2) 

−𝑓𝑐𝑟2 − 𝐽2𝜃2̈ − 𝑏1(𝜃2̇ − 𝜃1̇) − 𝑇𝑒 = 0 (3) 

From Eq. (3), value of 𝑓𝑐 is calculated as 

𝑓𝑐 =
1

𝑟2
[−𝐽2𝜃2̈ − 𝑏1(𝜃2̇ − 𝜃1̇) − 𝑇𝑒] (4) 

Fig. 5: Forces acting on mechanism. 

Substituting value of 𝑓𝑐 in Eq. (2) 

𝑇𝑔 = 𝑘1𝜃1 + 𝑏1(𝜃1̇ − 𝜃2̇) −
𝑟1

𝑟2
[−𝐽2𝜃2̈ − 𝑏1(𝜃2̇ − 𝜃1̇) − 𝑇𝑒] (5) 

Using the inverse gear ratio, 𝑟2

𝑟1
 = N and the equality of arc lengths, 𝑟1𝜃1 = 𝑟2𝜃2, it follows 

that 𝜃1 =
𝑟2

𝑟1
𝜃2 = 𝑁𝜃2. Substituting in Eq. (5), 

𝑇𝑔 =
1

𝑁
𝐽2𝜃2̈ +

1

𝑁
𝑇𝑒 + 𝑁𝑘1𝜃2 + 𝑉𝑐(𝜃2̇) + 𝐹𝑐𝑆𝑔𝑛(𝜃2̇) (6) 

where, 𝑉𝑐(𝜃2̇) and 𝐹𝑐𝑆𝑔𝑛(𝜃2̇) are the viscous and coulomb friction terms. Therefore, 
dynamic equation of the 1-DOF Finger Extensor was represented as 

𝑇𝑔(𝑡) =
1

𝑁
𝐽2(𝜃2)𝜃2̈(𝑡) +

1

𝑁
𝑇𝑒(𝑡) + 𝑁𝑘1𝜃2(𝑡) + 𝑉𝑐(𝜃2̇)(𝑡) + 𝐹𝑐𝑆𝑔𝑛(𝜃2̇) (7) 

3.2  Actuator Model 
The Finger Extensor is powered by a planetary-geared, 24 V brushed DC motor. A 

schematic of the motor is shown in Fig. 6. Using Kirchhoff's voltage law and Newton's 
law of motion, dynamic equations of the actuator were written as 

𝐽𝑚𝜃�̈�(𝑡) = −𝐵𝑣𝜃�̇�(𝑡) + 𝑘𝑡𝑖𝑎(𝑡) − 𝑇𝐿(𝑡) (8) 

𝐿𝑖𝑎(𝑡) = −𝑘𝑣𝜃�̇�(𝑡) − 𝑅𝑖𝑎(𝑡) + 𝑉(𝑡) (9) 

where, 

𝐽𝑚 is the moment of inertia of the motor (kg. m2) 
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𝜃𝑚(𝑡) is the angular displacement of the motor (rad) 

𝐵𝑣 is the viscous friction coefficient (Nm/rad/s) 

𝑘𝑡, 𝑘𝑣 are the torque and back emf constants (Nm/A, V/rad/s) 

L, R are the armature inductance and resistance (H, Ω) 

𝑖𝑎(𝑡) is the armature current for the motor (A) 

𝑇𝐿(𝑡) is the load torque for the motor (Nm) 

𝑉(𝑡) is the voltage input (V) 

 
Fig. 6: Motor schematic. 

Utilizing the relationship between loading torque 𝑇(𝑡) (from the motor) and load 
torque 𝑇𝐿(𝑡) (on the motor shaft) and the relationship between the motor's angular position 
and the machine's angular position, we formulated 

𝑇𝐿(𝑡) =
𝑇(𝑡)

𝑁
, 𝑁 ≥ 1  (10) 

𝜃𝑚(𝑡) = 𝑁𝜃(𝑡) (11) 

where N is the inverse gear ratio. 
Substituting Eq. (10) and Eq. (11) in Eq. (8) and Eq. (9), the otherwise linear, time-

invariant actuator dynamic was converted into a non-linear time-variant one. The actuator 
model in the form of a third-order differential equation was represented as: 

𝜃2⃛(𝑡) + {
𝐵𝑣𝐿+𝐽𝑚𝑅

𝐽𝑚𝐿
} 𝜃2̈(𝑡) + {

𝑘𝑣𝑘𝑡+𝐵𝑣𝑅

𝐽𝑚𝐿
} 𝜃2̇(𝑡) + {

𝑅

𝑁2𝐽𝑚𝐿
} 𝑇𝑔(𝑡) + {

1

𝑁2𝐽𝑚
} �̇�𝑔 = {

𝑘𝑡

𝑁𝐽𝑚𝐿
} 𝑉(𝑡)  (12) 

To represent the actuator dynamic model in the state variable form, 𝜃, �̇�, �̈�  were 
chosen as state variables and the state vector for the actuator was given by 

𝑋𝐵(𝑡) = [𝜃(𝑡)     �̇�(𝑡)      �̈�(𝑡)]
𝑇
 (13) 

The state equation was formulated as 

𝑋�̇�(𝑡) = 𝐴𝐵𝑋𝐵(𝑡) + 𝐵𝐵𝑈(𝑡) + 𝐹𝐵𝑇𝑔(𝑡) + 𝑄𝐵�̇�𝑒(𝑡)  (14) 

where 

𝐴𝐵(𝑋𝐵, 𝑡) = [

0 0 1
0 1 0
0 𝑎32

𝑎33

] , 𝐵𝐵(𝑋𝐵, 𝑡) = [

0
0

𝑏31

] , 𝐹𝐵(𝑋𝐵, 𝑡) = [

0
0

𝑓31

] , 𝑄𝐵(𝑋𝐵, 𝑡) = [

0
0

𝑞31

] 
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Here, 𝐴𝐵, 𝐵𝐵, 𝐹𝐵, 𝑄𝐵 are the system, input, load distribution and rate of load distribution 
respectively. 𝑈(𝑡), 𝑇𝑔(𝑡), 𝑇𝑒(𝑡) are the input vector, mechanical link torque and toque 
exerted by the patient. The values of elements 𝑎32

, 𝑎33
, 𝑏31

, 𝑓31
, and 𝑞31

 are  

𝑎32
= {

−𝑘𝑣𝑘𝑡 + 𝐵𝑣𝑅

𝐽𝑚𝐿
} ; 𝑎33

= {
−𝐵𝑣𝐿 + 𝐽𝑚𝑅

𝐽𝑚𝐿
} ; 𝑏31

= {
𝑘𝑡

𝑁𝐽𝑚𝐿
} ; 𝑓31

= − {
𝑅

𝑁2𝐽𝑚𝐿
} ; 𝑞

31
= − {

1

𝑁2𝐽𝑚
}

3.3  Integrated Model 
For developing the integrated model of the machine, a time derivative of the dynamic 

equation of the machine was found. Differentiating Eq. (7) gave 

�̇�𝑔(𝑡) = {
𝐽2(𝜃2)

𝑁
} 𝜃2⃛(𝑡) + {

�̇�𝑒(𝑡)

𝑁
} + 𝑁𝑘𝜃2̇(𝑡) + 𝐹𝑐{2𝛿(𝜃2̇)𝜃2̈} + 𝑉𝑐𝜃2̈(𝑡) (15) 

Substituting Eq. (15) in Eq. (12), 

𝜃2⃛(𝑡) {
𝐽𝑚𝑁3 + 𝐽2(𝜃2)

𝐽𝑚𝑁3 } + 𝜃2̈(𝑡) {
𝑁2(𝐵𝑣𝐿 + 𝐽𝑚𝑅) + 2𝐹𝑐𝐿𝛿(𝜃2̇) + 𝑉𝑐𝐿

𝐽𝑚𝑁2𝐿
}

+ 𝜃2̇(𝑡) {
𝑁(𝑘𝑣𝑘𝑡 + 𝐵𝑣𝑅) + 𝐿𝑘1

𝐽𝑚𝑁𝐿
} + 𝑇𝑔(𝑡) {

𝑅

𝑁2𝐽𝑚𝐿
} + �̇�𝑒(𝑡) {

1

𝑁3𝐽𝑚
}

= {
𝑘𝑡

𝑁𝐽𝑚𝐿
} 𝑉(𝑡)

(16) 

Equation (16) was solved for 𝜃 and put in state-space form, the integrated model of the 
Finger Extensor was obtained as 

�̇�𝐵(𝑡) = 𝐴𝐵(𝑋𝐵, 𝑡)𝑋𝐵(𝑡) + 𝐵𝐵(𝑋𝐵, 𝑡)𝑈(𝑡) + 𝐹𝐵𝑇𝑔(𝑡) + 𝑄𝐵�̇�𝑒(𝑡) (17) 

where 𝑋𝐵 = [𝜃2    𝜃2̇      𝜃2̈]
𝑇
 

𝐴𝐵, 𝐵𝐵, 𝐹𝐵, 𝑄𝐵 are the system, input, load distribution and rate of load distribution 
respectively. 𝑈(𝑡), 𝑇𝑔(𝑡), 𝑇𝑒(𝑡) are the input vector, mechanical link torque and toque 
exerted by the patient. 

𝐴𝐵(𝑋𝐵, 𝑡) = [

0 0 1
0 1 0
0 𝑎32

𝑎33

] , 𝐵𝐵(𝑋𝐵, 𝑡) = [

0
0

𝑏31

] , 𝐹𝐵(𝑋𝐵, 𝑡) = [

0
0

𝑓31

] , 𝑄𝐵(𝑋𝐵, 𝑡) = [

0
0

𝑞31

]

Equation (17) was put in the state-space form and solved for �̇�𝐵. 

𝑎32
= − {

𝑁2(𝑁𝑘𝑣𝑘𝑡 + 𝑁𝐵𝑣𝑅 + 𝐿𝑘1)

𝐿(𝐽𝑚𝑁3 + 𝐽2(𝜃2))
} , 𝑎33

= − {
𝑁(𝑁2𝐵𝑣𝐿 + 𝑁2𝐽𝑚𝑅 + 2𝐹𝑐𝐿𝛿(𝜃2

˙

) + 𝑉𝑐𝐿

𝐿(𝐽𝑚𝑁3 + 𝐽2(𝜃2))
}

𝑏31
= {

𝑘𝑡𝑁2

𝐿(𝐽𝑚𝑁3 + 𝐽2(𝜃2))
} , 𝑓31

= − {
𝑅𝑁

𝐿(𝐽𝑚𝑁3 + 𝐽2(𝜃2))
} , 𝑞31

= − {
1

(𝐽𝑚𝑁3 + 𝐽2(𝜃2))
}

The state-space model derived in Eq. (17) represents the integrated dynamics of the Finger 
Extensor and was utilized in the simulation of the developed system. 
3.4  Mechanical and Electrical Parameter Determination 

The development of the integrated model for the Finger Extensor was followed by 
determination of mechanical and electrical parameters involved. This step aids in 
enhancing the fidelity of the developed model. Mechanical parameters such as radius of 

391



IIUM Engineering Journal, Vol. 22, No. 2, 2021 Shahdad et al. 
https://doi.org/10.31436/iiumej.v22i2.1706 

 

the iris and moment of inertia of the inner mechanism were adapted from [20]. Electrical 
parameters associated with the actuator model were experimentally found from the motor 
characteristic curve as shown in Fig. 7.  Torque and back EMF constants 𝑘𝑡, 𝑘𝑣 were 
found from the torque-current and torque-speed curves with similar values of 0.791 and 
0.886, respectively. Other parameters such as the viscous friction constant 𝐵𝑣, armature 
resistance R and inductance L were adapted from [20]. 

 
Fig. 7: Motor characteristic curves. 

4.   MODEL VALIDATION  
Using the MBD approach for designing a controller for the Finger Extensor, dynamic 

system modelling was followed by graphical representation of the mathematical 
formulation in the MATLAB-Simulink environment. Simulation results were validated 
through hardware-in-the-loop experimentation. The same input was provided to both the 
developed model as well as the machine and comparisons were drawn between resultant 
outputs. 
4.1  Simulation 

For carrying out simulation of the mathematical model of the Finger Extensor, the 
voltage and torques from the motor and user acted as inputs to the Finger Extensor plant 
while the angle of rotation of the iris was the output. A PID controller was used for 
optimal position control. Rotational position output and its derivatives were used to 
calculate velocity and acceleration. These values helped in calculating the force acting on 
the patient. A desired angle of 𝜃 = 121° (2.11 radians) was fed into the plant and the 
simulated position of the iris was plotted as shown in Fig. 8. 

 
Fig. 8: Comparison between target and simulated angular position of the iris. 
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4.2  Hardware-in-the-Loop Experiments 
To validate the developed dynamic model and demonstrate its effectiveness, 

experiments were conducted making the Finger Extensor a part of the simulation loop. 
These experiments were conducted with a healthy subject, a female of 29 years of age. A 
simple open-close movement of the machine was performed. Results from the simulations 
run in MATLAB were compared with the experimental tests with the Finger Extensor.  
The experimental set-up as shown in Fig. 9 consisted of the Finger Extensor connected to 
an Intel Core i5 PC by means of an Arduino Uno microprocessor board. This board 
received sensory data from the encoder as well as the torque sensor. Communication 
between the Arduino and MATLAB 2018b software, running on the PC was established 
using a MATLAB s-function. This function read data from the encoder i.e. the position 
sensor of the machine and converted the encoder counts to angular displacement of the 
iris. 

Fig. 9: Experimental setup for hardware-in-the-loop simulation. 

The movement commands to the motor and consequently to the encoder were 
provided using Simulink's support package for Arduino which allowed Simulink blocks to 
control hardware connected to the Arduino using PWM signals. In this case, hardware 
controlled was the motor driver connected to the motor. The desired input angle was fed 
into the hardware and the Finger Extensor was run for about 30 seconds, performing open-
close movements. The comparison between the simulated and the experimental angular 
displacement of the machine is shown in Fig. 10. 

Fig. 10: Simulated and experimental responses during open-close movements. 
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The figure shows a complete open and close cycle of the Finger Extensor for 30 
seconds. The poles of the Extensor open to their maximum rotation angle of 121° followed 
by closing motion to 7.89°. From the figure, it is clear that the hardware had a slower 
response than the simulation and took about 11.20 seconds to sync with the simulation 
results. However, beyond that time, error was negligible and actual behavior of the Finger 
Extensor overlapped with the simulated, modeled behavior. From experimental data, it 
was observed that the mean absolute error was 1.38° and the relative error was 1.13%. 
However, for rehabilitation applications, movement accuracy is less critical as compared 
to surgical applications. Also, position resolution of human arm movement is 5 mm or 5º 
[21], which indicates that a mean absolute error of 1.38° is likely to be acceptable for 
rehabilitation purposes. 

Figure 11 shows the comparison between the simulated result and the hardware-in-
the-loop response, when the Finger Extensor was programmed to open to an angle of 
59.58° (1.04 radians). Simulation and experimental curves took 0.3 seconds to reach the 
desired angle. The Root Mean Squared Error (RMSE) was calculated as 0.9875. There 
was a slight overshoot of 2.86º (0.05 radians) which caused the poles of the Finger 
Extensor to open to an angle 2.86º greater than the target. However, this negligible 
overshoot did not inflict any discomfort on the subject. Also, the response settled down to 
its desired value within 0.08 seconds.   

 
Fig. 11: Simulated and experimental responses for target angle experiment. 

5.   CONCLUSION 
This paper presented a mathematical model for the 1-DOF Finger Extensor 

rehabilitation machine, taking into consideration the dynamics of the mechanism as well 
as that of the actuation system. Simulation results show that the developed model tracks 
the desired position efficiently with minimal error. Hardware-in-the-Loop experiments 
carried out with the machine demonstrate the validity of the model. System response using 
the developed model was compared with that obtained through hardware experimentation. 
The results illustrate the accuracy of the model to the actual behavior of the rehabilitation 
system and make it suitable for use in the design of a control scheme for it. Obtained 
results with mean absolute error of only 1.38° are within the human motion resolution 
limits and exhibit suitability of the model for application in robotic rehabilitation systems. 

Future research with the Finger Extensor and the developed model will be directed 
towards development of a control scheme for the machine. This will be aimed at 
modulating assistance/resistance provided to the patient based on his/her performance 
using various metrics such as limb velocity, applied force, position error etc. Considering 
patient's strength and residual ability, primary goal of the controller would be to increase 
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self-initiated movements and patient engagement in training exercises which would lead to 
an increase in neuroplasticity. As part of future study, clinical testing of the Finger 
Extensor will also be carried out with stroke patients. This will include a detailed study of 
the level of comfort of the device for use with such patients.  
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