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ABSTRACT: In this paper, a hybrid configuration algorithm called stochastic gradient 
method with variable forgetting factor (SGVFF) is proposed to better estimate unknown 
parameters in a power system such as amplitude and phase of harmonics using variable 
forgetting factor following the bacterial foraging optimization algorithm (BFO). It must 
be mentioned that harmonic estimation is a nonlinear problem and using linear 
optimization algorithms for solving this problem reduces the convergence speed. Thus, 
BFO algorithm is used for initial estimation. In this paper, first, using little information 
and by applying BFO algorithm in an off-line procedure initial value for SGVFF algorithm 
is achieved and then SGVFF algorithm is gained in an on-line procedure. In the hybrid 
algorithm applied in this paper, amplitudes and phases are estimated simultaneously. 
Simulation results indicate that the proposed method has faster convergence speed, better 
performance and higher accuracy in a noisy system in comparison with recursive least 
squares variable forgetting factors algorithm (RLSVFF). This proves the superiority of the 
proposed method.  

ABSTRAK: Dalam kertas ini, algoritma konfigurasi hibrid yang dipanggil stokastik 
kaedah kecerunan dengan faktor lupaan berubah-ubah (SGVFF) dicadangkan untuk 
anggaran parameter yang tidak diketahui lebih baik dalam sistem kuasa seperti amplitud 
dan fasa harmonik menggunakan faktor lupaan pembolehubah diikuti dengan algoritma 
pengoptimuman mencari makan bakteria (BFO). Harus dinyatakan bahawa anggaran 
harmonik adalah masalah bukan linear dan menggunakan algoritma pengoptimuman linear 
untuk menyelesaikan masalah ini mengurangkan kelajuan penumpuan. Oleh itu, algoritma 
BFO digunakan untuk anggaran awal. Pertama, dengan menggunakan sedikit maklumat 
dan algoritma BFO dalam prosedur luar talian, nilai awal untuk algoritma SGVFF dicapai 
dan kemudian algoritma SGVFF diperolehi dalam prosedur dalam talian. Dalam algoritma 
hibrid yang digunakan dalam kertas kerja ini, amplitud dan fasa dianggarkan secara 
serentak. Hasil simulasi menunjukkan kaedah yang dicadangkan mempunyai kelajuan 
penumpuan lebih pantas dengan nilai sebenar, prestasi yang lebih baik dan ketepatan yang 
lebih tinggi dalam sistem yang bising berbanding dengan algoritma rekursif kuasa dua 
terkecil pembolehubah faktor lupaan (RLSVFF). Ini menunjukkkan keunggulan kaedah 
yang dicadangkan. 

KEYWORDS: Power system harmonic; BFO algorithm; SGVFF method; RLSVFF 
method  
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1. INTRODUCTION  
Nonlinear loads such as power-electronic devices, induced furnaces, computers, 

compact fluorescent lamp, etc. cause harmonics and disturbances in power systems. Some 
devices such as computers and UPSs are very sensitive to harmonics. The current and 
voltage of harmonics increase the power loss, transient voltages, transformers saturations 
and longevity of sensitive electronic devices. Unfavorable effects of harmonics in the 
network clarify the necessity of studying about harmonic involving modeling measuring 
and estimating amplitude and phase of harmonic components. Thus, use of an effective 
method is essential for measuring frequency in the presence of noise and high order 
harmonics. The effects of harmonics in power systems can be decreased by using harmonic 
filters and harmonic suppressors [1-3]. Before designing such filters, the amplitudes and 
phases of harmonics generated in power systems must be known. Thus, estimation of 
harmonics is an important problem in power systems. 

A wide range of techniques applied in such problems is discussed: Estimating the phase 
angle and measuring bus voltage and high order harmonics in a noisy system using Kalman 
filter are explained in [4].These results are useful in studying harmonic distortions. In [5-7], 
a Kalman filter is applied for analysis of harmonics in power system. The Kalman filter 
introduces observation error equation by statistical investigation of signal for estimation and 
linearization. This is used for analysis of power systems with harmonics of order 5, 7, 11 
and 13 and signal-to-noise ratio (SNR) of 400 with a Gaussian noise of 0.01 in ordinary 
condition and sudden changes of frequency. In [8-10], the Newton method is used for 
estimation of harmonics in power systems. However, large computational effort is a 
disadvantage of this method. In [11], the least square method (LS) is proposed for harmonic 
estimation. The method is proposed together with FFT methods and the Kalman Filter. 
Simulation methods verify that estimation of harmonic components using the LS method 
has many advantages with respect to other methods due to fewer required computations. In 
[12], three methods such as the Discrete Fourier transform (DFT), least absolute value 
(LAV) and least square (LS) method are used to estimate the harmonics. Among these 
methods, LAV leads to better results in harmonic estimation. In [13], the least mean square 
algorithm is presented for harmonic estimation in power systems. The weakness of this 
algorithm is in convergence speed. In [14], the adaptive linear neuron (ADALINE) method 
is used to estimate harmonics of time variant and time invariant signals. 

 In [15], estimation of harmonics is divided into two sections. First, amplitude is 
estimated using the LS method then phase component of harmonics is estimated by the 
ADALINE method. Fast convergence, short processing time and little computation are 
advantages of this method. In [16], stochastic gradient (SG) algorithm is explained. In [17-
20], properties of multi-innovation stochastic gradient (MISG) algorithm is described and 
the strength and weakness of the method are investigated. In [21], BFO algorithm is defined 
and in [22] a hybrid method called BFO-RLS algorithm is applied to estimate the amplitude 
and phase of power signal. The advantage of the mentioned method is the accuracy of the 
tracking error. In [23], estimation of harmonics that are integer multiplication of the 
principal frequency is performed using least square method and genetic algorithm. In [24], 
robust harmonic estimation of a time variable signal is investigated using RLSFF method. 
In [25, 26], RLS algorithm with variable forgetting factor is explained. The main problem 
in harmonic estimation is based on this fact that harmonic generating loads exist in power 
systems naturally and their amplitudes are also different. Thus, a method is required that 
needs fast measurement and accurate estimation of harmonic signals. Even though, 
estimation of higher order harmonics in time variable signals using RLSFF method involves 
few computations; it involves large initial estimation error and slow convergence; since 
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harmonic estimation is a nonlinear problem and using linear optimization methods to solve 
such problems make the convergence speed slow, consequently we use a heuristic 
optimization method. Experimentation with several benchmark functions reveal that BFO 
possesses a good convergence speed and final accuracy[27-29] as compared to other 
naturally inspired optimization techniques like the genetic algorithm (GA) [30] particle 
swarm optimization (PSO) [31] and differential evolution (DE) [32]. 

Therefore, this paper uses BFO algorithm for initial estimation in an off-line stage on a 
few data smples. The BFO method is used to estimate unknown parameters based on 
minimization of a cost function, which is used as an initial value of the parameters for 
SGVFF. The SGVFF method is then applied on-line and recursively for reminded data. 

First, BFO estimates 
unknown parapeters of 

system (off-line),
Then SGVFF updates it 

recursivly (on-line)  

Weight 
updating using 

(SGVFF)

+Output

Error

Input

Desired 
output

Power system
(plant)

 
Fig. 1: Structure of SGVFF-BFO estimation scheme. 

The proposed method enhances the performance and reduces overall convergence 
speed. Figure 1 shows the proposed estimation scheme of employing the BFO-SGVFF 
combined algorithm. First, a little input signal is fed to the BFO algorithm. Unknown 
parameters (weight vectors before initialization) are optimized using the BFO algorithm. 
Optimized output of BFO is taken as the initial values of weights for SGVFF. Then weights 
of SGVFF are updated using a recursive rule.In the applied hybrid method, the amplitudes 
and phases of the principal component of the harmonic is estimated from the output of 
SGVFF algorithm simultaneously.The rest of the paper is organized as follows: 

In section 2, harmonic estimation of power systems is presented. In section 3, the BFO 
optimization algorithm is explained and in section 4, a description of the SGVFF algorithm 
is investigated. In section 5, RLSVFF and SGVFF algorithms are compared. In section 6, 
BFO-SGVFF hybrid algorithm is proposed for estimation of harmonics. In section 7, 
simulation results are shown and conclusion is presented in section 8. 

2.   HARMONIC ESTIMATION OF POWER SYSTEM 

First, it is assumed that the voltage and current waveform of the power system is with 
an angular frequency of ω as a principal and known harmonic and as a sum of harmonics 
with unknown amplitude and phase. The disturbed power signal is modeled as: 
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(1) y(t) = ෍ܽ௡ sin(݊ωݐ + ߮୬)
ே

௡ୀଵ

+  (ݐ)ݒ

where ܰ is the number of harmonics and ߱ = ߨ2 ଴݂ and ଴݂ is the principal frequency and 
 :is an additive Gaussian white noise. If equation (1) is written in discrete form (ݐ)ݒ

(2) y୩ = ෍ a୬ sin(ω୬kTୱ + φ୬) + ୩ݒ

୒

୬ୀଵ

 

߱௡ = ݊߱: Angular velocity 

߮௡: Phase of nth harmonic 

ܽ௡: Amplitude of nth harmonic 

௦ܶ: Sample time 

 ௩ଶߪ ௞: White Guassian noise with zero mean and variance ofݒ
Equation (2) can be written as a linear regression problem as follows: 

(݇)ݕ (3) = x்(k)ߠ(݇) 

Where: 

(4) x(k) = [sin(߱ ௦ܶ), cos(߱ ௦ܶ) , … , sin(ܰ߱ ௦ܶ), ߱ܰ)ݏ݋ܿ ௦ܶ)]୘ 

(݇)ߠ (5) = [ܽଵ cos(߮ଵ),ܽଵ sin(߮ଵ), . . , ܽே cos(߮ே),ܽே sin(߮ே)]் 

Where the regression ݔ(݇) is a vector of known data and ߠ(݇) is the vector of unknown 
parameters. ߠ(݇)  is achieved by solving an optimization problem (assuming ߠ =  ( (݇)ߠ
and then the amplitude parameter ොܽ௡     and the phase parameter ߮ ො௡   correspond with the nth 
harmonic are calculated as follow: 

(6) ොܽ௡ = ටߠଶ௡ଶ + ଶ௡ିଵଶߠ  

(7) φෝ௡ = tanିଵ(
ଶ௡ߠ
 ଶ௡ିଵߠ

)  

where ݊ is the order of the harmonic. 

3.   BACTERIAL FORAGING OPTIMIZATION METHOD 
In this section, a brief description of the BFO algorithm is presented [21, 22]. The 

concept of bacterial foraging optimization algorithm is based on the fact that in nature, 
animals with a low sense of foraging are more probably extinct in comparison with animals 
with high sense of foraging. Through many of generations, animals with low sense of 
foraging are extinct or transformed to better forms. The E. coli bacteria that lives in human 
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intestines has a four-step foraging method. These steps are chemotactic, swarming, 
reproduction and elimination and dispersal (for detail see [21, 22]). 

BFO algorithm can be described in the following steps: 
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Fig. 2: Flow chart of BFO-SGVFF algorithm. 

4.   DESCRIPTION OF ALGORITHM (SGVFF)  
Stochastic gradient algorithm with variable forgetting factor is widely used in signal 

processing and parameter estimation in adaptive control [16-20]. The advantages of this 
algorithm are fewer computations, fast estimation and high convergence in time variable 
systems. Consider the following linear regression model: 

(݇)ݕ (8) = ߠ(݇)்ݔ +  (݇)ݒ

Where ݕ(݇) ∈ ܴଵ is the system output,்ݔ(݇) ∈ R୬ is the system information vector 
(input, output), ݒ(݇) ∈ ܴଵ is a Gaussian white noise with zero mean and θ෠ is the estimation 
of θ at time k. Assume ݕ(݇) = (݇)ݔ,0 = 0 and ݒ(݇) = 0 for ݇ ≤  is the {(݇)ݔ,(݇)ݕ} .0
available measured information. For simplicity, it is assumed that k is the present time, thus 
 ,are the present information. Using stochastic gradient principal (SG) (݇)ݕ and (݇)ݔ
recursive SG identification algorithm is defined as follows: 
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(9) e(k) = y(k)− ୘(k)θ෠(k)ݔ  ∈ Rଵ 

Matrix ܺ(݇) and output ݕ(݇) is as follow: 

(10) X(k) = [x(k), x(k − 1), … , x(k − p + 1)] ∈ R୬ 

(11) Y(k) = [y(k), y(k − 1), . , y(k − p + 1)]୘ ∈ Rଵ 

Stochastic gradient algorithm is defined as follows [26]: 

(12) θ෠(k) = θ෠(k− 1) +
ܺ(k)
r(k) e(k) 

(13) e(k) = y(k)− x୘(k)θ෠(k− 1) 

(14) 
r(k) = λ r(k − 1) + ,୘‖(k)ݔ‖  0˃(0)ݎ

λ = λ௠௜௡ + (1 − λ௠௜௡) × log  (ܯ/݇)݃݅ݏ

Where ߣ is the forgetting factor and is defined as a variable, ܯ is an arbitrary constant value.  

(k)ݔ (15) = −k)ݔ,(k)ݔ] 1), … k)ݔ, + 1)] ∈ R୬ 

(݇)ݕ (16) = ݇)ݕ,(݇)ݕ] − 1), … , ݇)ݕ + 1)]் ∈ ܴଵ 

 
5.   COMPARISON OF RLSVFF AND SGVFF ALGORITHM 

In this section comparison of SGVFF and RLSVFF algorithms is shown in Table 1. 

Table 1: comparison of SGVFF and RLSVFF algorithms 

SISO system  System 

(݇)ݕ = θ(݇)்ݔ +  (݇)ݒ
(݇)ݕ ∈ Rଵ و   (݇)்ݔ ∈ R୬ 
(݇)ݒ ∈ Rଵو θ ∈ R୬ 
 

 

initial value 

procedure of the algorithm from equation(17-20) 
parameter estimation vectorθ෠(k) ∈ R୬: 
gain vector: L(k) = P(k)ݔ(݇) ∈ R୬ 
error vector: e(k) = y(k) − ୘(kݔ − 1)θ෠(k)  ∈ Rଵ 
covariance matrix: P(k) ∈ R୬×୬ 

 

RLSVFF algorithm 

procedure of the algorithm from equation(9-14) 
gain vector: L(k) = ௑(୩)

୰(୩) ∈ R୬ 

error vector: e(k) = y(k) − ୘(kݔ −)θ෠(k)  ∈ Rଵ 
variable forgetting factor: ߣ = ௠௜௡ߣ + (1 − (௠௜௡ߣ × ݃݋݈  (݉/݇)݃݅ݏ

 

SGVFF algorithm 
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6.  HYBRID CONFIGURATION OF THE PROPOSED BFO-SGVFF 
ALGORITHM FOR HARMONIC ESTIMATION 
The flowchart of the proposed harmonic estimation method is briefly shown in Fig. 1 

and is briefly illustrated in Fig. 2. In this method, an initial signal with limited information 
is first introduced to BFO algorithm and unknown parameter namely ߠ ෡ is estimated by this 
method.Optimal output of BFO algorithm is considered as an initial value of the unknown 
parameter namely ߠ෠ (0) in SGFF algorithm. Then the updated ߠ෠(݇) is used through the 
procedure of SGFF algorithm. Also, estimation of harmonic component namely amplitude 
of ොܽ based on updated ߠ෠(݇) is obtained from the output of SGVFF algorithm according to 
some equations. Using mentioned hybrid configuration is due to this fact that in estimation 
by SGVFF method the convergence trend is highly sensitive to the initial guess. As a result, 
first by applying little and limited information through an Off-line procedure using BFO 
algorithm, initial value of the parameters for SGVFF algorithm is obtained and after 
calculation of this estimation, SGVFF is applied in an On-line procedure.   

7.   SIMULATION 
In this section, a power signal with time variable amplitude is considered for high, third 

and fifth order harmonic estimation. 

      
(17) 

(݇)ݕ = ൫1.5 + ܾଵ (݇)൯ sin ቀ݇߱ ௦ܶ +
ߨ
6
ቁ + ൫0.5 + ܾଷ (݇)൯ sin ቀ3݇߱ܶݏ +

ߨ
3
ቁ

+ ൫0.2 + ܾହ (݇)൯ sin ቀ5݇߱ܶݏ +
ߨ
4
ቁ +  (݇)ݒ

Where 

 

(18) 
 

ܾଵ (݇) = ߨ2݊݅ݏ0.15 ଵ݂݇ ௦ܶ + ߨ2݊݅ݏ0.05 ହ݂݇ ௦ܶ 

ܾଷ (݇) = ߨ2݊݅ݏ0.05 ଷ݂݇ ௦ܶ + ߨ2݊݅ݏ0.02 ହ݂݇ ௦ܶ 

ܾହ (݇) = ߨ2݊݅ݏ0.025 ଵ݂݇ ௦ܶ + ߨ2݊݅ݏ0.005 ହ݂݇ ௦ܶ 
 

and ݒ(݇) is a white Gaussian noise with variance =0.1.  

Equation (4) is rewritten for estimating the amplitude and phase: 

Then, signal is transformed to a parametric form: 

(20) 

(݇)ݔ = [sin(݇߱ ௦ܶ) cos(݇߱ ௦ܶ) 

3݇߱)݊݅ݏ ௦ܶ) 3݇߱)ݏ݋ܿ ௦ܶ) 

5݇߱)݊݅ݏ ௦ܶ) 5݇߱)ݏ݋ܿ ௦ܶ)]் 

Also, 

(݇)ݕ (19) = x்(k)ߠ(݇) 
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(21) θ(k) =

⎣
⎢
⎢
⎢
⎢
⎢
⎡
ܽଵ cos(߮ଵ)
ܽଵ݊݅ݏ(߮ଵ)
ܽଷ cos(߮ଷ)
ܽଷ sin(߮ଷ)
ܽହ cos(߮ହ)
ܽହ sin(߮ହ)⎦

⎥
⎥
⎥
⎥
⎥
⎤

 

where the vector of signal parameters is achieved as follows: 

 

 
(22) 

 
 

θ(k) =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡൫1.5 + ܾଵ (݇)൯ cos߮ଵ
൫1.5 + ܾଵ (݇)൯ sin߮ଵ
൫0.5 + ܾଷ(݇)൯ cos  ߮ଷ
൫1.5 + ܾଷ(݇)൯ sin߮ଷ
൫0.2 + ܾହ(݇)൯ cos߮ହ
൫0.2 + ܾହ (݇)൯ sin߮ହ ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

By assuming θ = (݇)ߠ ∈ ܴ଺ and after updating unknown parameters, the main 
amplitude and phase and the third and the fifth harmonic is achieved as follows: 

(23) ොܽଵ = ටߠଵଶ +  ଶଶߠ

(24) ොܽଷ = ටߠଷଶ +  ସଶߠ

(25) ොܽହ = ටߠହଶ +  ଺ଶߠ

(26) φෝଵ = tanିଵ(
ଶߠ
 ଵߠ

)  

(27) φෝଷ = tanିଵ(
ସߠ
 ଷߠ

)  

(28) φෝହ = tanିଵ(
଺ߠ
 ହߠ

)  

where ොܽଵ, ොܽଷ, ොܽହ  and ො߮ଵ, ො߮ଷ, ො߮ହ are the amplitudes and the phases estimation parameters 
respectively. 

As is described in section5, first by BFO algorithm and considering little information 
(here only first twenty samples of signal) initial estimation of the unknown parameters is 
achieved, then SGVFF algorithm with variable forgetting factor is applied. Meanwhile, 
௠௜௡ߣ = ܯ ,0.2 = 100 and ݇ = 500. The principal power signal following with the 
estimated and reconstructed power signal by the proposed and RLSVFF methods are 
depicted in Fig. 3. 

Estimation of parameters ܽଵ, ܽଷ and ܽହ which are the amplitudes of the first, third and 
fifth harmonic respectively are depicted in Fig.4, Fig. 5 and Fig. 6. Also, estimation of 
parameters߮ଵ, ߮ଷand ߮ହ which are the phases of the first, the third and the fifth harmonic 
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respectively are depicted in Fig. 7, Fig. 8 and Fig. 9. As can be seen from these figures, the 
proposed method provides better performance by appropriate initial estimation and then by 
fast convergence in comparison with the RLSVFF method. 

 
     Fig. 3: Estimation of reference signal. 

 
   Fig. 4: Amplitude estimation of the first harmonic. 

 
     Fig. 5: Amplitude Estimation of the third harmonic. 
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Fig. 6: Amplitude estimation of the fifth harmonic. 

 
Fig. 7: Phase estimation of the first harmonic. 

 
 Fig. 8: Phase estimation of the third harmonic. 
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Fig. 9: Phase estimation of the fifth harmonic. 

To show the performance of the proposed method, four criteria are used. These are the 
mean square value of the error (MSE or variance), mean absolute value of the error (MAE), 
error in percentage, and standard deviation. In equations (29) to (32), ݕ(݇) is the reference 
signal and ݕො(݇) is the estimated signal for kth sample that are used for comparison of the 
wave form achieved from applying BFO-SGVFF and RLSVFF methods on the components 
of power system harmonics 

The mean square value of error (MSE): 

ܧܵܯ (29) =
1
ܰ෍[ݕ(݇)− ො(݇)]ଶݕ

ே

௄ୀଵ

 

The mean absolute value of the error (MAE) 

ܧܣܯ (30) =
1
ܰ෍|ݕ(݇) − |(݇)ොݕ

௡

௄ୀଵ

 

Error in percentage: 

ݎ݋ݎݎ݁% (31) =
1
ܰ෍൬[ݕ(݇) − ො(݇)]ଶݕ

ଶ൘((݇)ݕ) ൰ × 100
௡

௞ୀଵ

 

Standard deviation: 

ߪ (32) = ඩ
1
ܰ෍[ݕ(݇) − ො(݇)]ଶݕ

ே

௄ୀଵ

 

The results achieved from the above methods were presented in Tables 2-5. The 
simulation results achieved for MSE criteria were shown in Table 2. Table 3 is 
correspondent with MAE criteria, Table 4 is correspondent with the criteria of error in 
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percentage and finally Table 5 shows the standard deviation. These tables show that the 
proposed method in all four mentioned criteria is better than RLSVFF. Also, Fig. 10 and 
Fig. 11 correspond with the comparison between the proposed method and RLSVFF method 
in terms of harmonic amplitudes and phases. Figures 12 and 13 correspond with MAE 
criteria of the amplitude and phase. Figures 14 and 15 are the error percentage of the 
amplitude and phase of the power system harmonic. Figures 16 and 17 show the standard 
deviation of amplitude and phase estimation. The achieved results denote that the results of 
the proposed method are closer to the reference signal and is more applicable in comparison 
to RLSVFF method. In addition, the convergence speed in our proposed method is faster 
than RLSVFF method. 

 

 

 

 

 

Table 2: Comparison of the (MSE) of BFO-SGVFF with RLSVFF 

Phase  Amplitude 
Method 5th    

harmonic 
3rd  

harmonic 
1st 

harmonic 
5th  

harmonic 
3rd 

harmonic 
1st 

harmonic 
7.414 0.156 0.0273 0.0001 0.0002 0.0003 BFO-SGVFF 
59.404 90.645 12.155 0.0012 0.0014 0.0094 RLSVFF 

Table 3: Comparison of the (MAE) of BFO-SGVFF with RLSVFF 

phase  amplitude 
Method 5th  

harmonic 
3rd 

harmonic 
1st 

harmonic 
5th 

harmonic 
3rd 

harmonic 
1st 

harmonic 
1.0446 0.5608 0.2037 0.117 0.0223 0.0275 BFO-SGVFF 
8.194 4.808 1.514 0.323 0.355 0.428 RLSVFF 

Table 4: Comparison of the (%error) of BFO-SGVFF with RLSVFF 

Phase  Amplitude 
Method 5th    

harmonic 
3rd  

harmonic 
1st 

harmonic 
5th  

harmonic 
3rd 

harmonic 
1st 

harmonic 

4.46×10-3 1. 53×10-2 9.27×10-4 7.4417×10-5 1.133×10-

4 1.963×10-4 BFO-SGVFF 

27.68 15.67 2.73 5.63×10-4 5.36×10-3 1.43×10-2 RLSVFF 

Table 5:  Comparison of thestandard deviation (ߪ) of BFO-SGVFF with RLSVFF 

Phase  Amplitude 
Method 5th    

harmonic 
3rd  

harmonic 
1st 

harmonic 
5th  

harmonic 
3rd 

harmonic 
1st 

harmonic 
5.443 0.9737 0.239 0.0085 0.0031 0.0037 BFO-SGVFF 
11.093 8.985 3.8313 0.449 0.0488 0.3066 RLSVFF 
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  Fig. 10: MSE of amplitude harmonic estimation. 

 
  Fig. 11: MSE of phase harmonic estimation. 
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Fig. 12: MAE of amplitude harmonic estimation. 

 
Fig. 13: MAE of phase harmonic estimation. 
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Fig. 14: % Error of amplitude harmonic estimation. 

 
Fig. 15: % Error of phase harmonic estimation. 

1 2 3 4 5 6 7 8 9
0

0.5

1
error Amplitude estimation of 1st harmonic

 

 
BFO SGVFF
RLSVFF

1 2 3 4 5 6 7 8 9
0

0.1

0.2
error Amplitude estimation of 3rd harmonic

 

 
BFO SGVFF
RLSVFF

1 2 3 4 5 6 7 8 9
0

0.02

0.04
error Amplitude estimation of 5th harmonic

 

 
BFO SGVFF
RLSVFF

2 4 6 8

0.4
0.6
0.8

 

 

2 4 6 8
0.015
0.02

0.025
0.03

0.035

 

 

2 4 6 8

2

4
x 10

-3

 

 

1 2 3 4 5 6 7 8 9
0

0.5

1

1.5
error Phase estimation of 1st  harmonic

 

 
BFO SGVFF
RLSVFF

1 2 3 4 5 6 7 8 9
0

2

4

6
error Phase estimation of 3rd harmonic

 

 
BFO SGVFF
RLSVFF

1 2 3 4 5 6 7 8 9
0

1

2

3
error Phase estimation of 5th harmonic

 

 
BFO SGVFF
RLSVFF

2 4 6
1

1.5
2

x 10
-3

 

 

2 4 6
0.8

1
1.2
1.4
1.6

x 10
-3

 

 

2 4 6
1.52
2.5

33.5
x 10

-4

 

 



IIUM Engineering Journal, Vol. 17, No. 1, 2016 Mohammadzadeh et al. 

 
143 

 
Fig. 16: Standard deviation (ߪ)of amplitude estimation. 

 
Fig. 17: Standard deviation (ߪ) of phase estimation. 
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8.   CONCLUSION 
The main problem in harmonic estimation is due to the existence of harmonic loads in 

power systems and the amplitude of produced harmonics being different from one another. 
Thus, a method is required that can measure and estimate harmonic signals as fast as 
possible. In this paper, a hybrid intelligent algorithm BFO-SGVFF is proposed for the first 
time to estimate amplitudes and phases of the harmonic simultaneously in a noisy power 
system signal. Enhancing the performance, the technique of variable forgetting factor is 
used. Using this technique is more effective according to the time variability of the reference 
signal. The proposed hybrid algorithm is used since in estimation by recursive methods such 
as RLSVFF, the convergence trend is highly dependent to the initial guess of the solution. 
Thus in the proposed method, the initial value of the parameters for SGVFF algorithm is 
achieved by first using little and limited information through an Off-line procedure using 
the BFO algorithm. After this initial estimation, SGVFF algorithm is applied in an On-line 
procedure. In fact, the output of BFO algorithm is used as an initial guess of the parameters 
in SGVFF algorithm. The simulation results verify superior performance of this algorithm 
in comparison with RLSVFF algorithm.   
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