GEOMETRIC QUALITY ANALYSIS OF TERRESTRIAL LASER SCANNING DATA FOR INDUSTRIAL USAGE
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ABSTRACT: Terrestrial laser scanning is a potential emerging technology increasingly used in several applications, including reverse engineering, digital reconstruction, deformation monitoring, forensic crime scene preservation, and construction (AEC) applications. The data tolerance accepted in these applications ranges from tens of millimeters (e.g., historical monument digitization) to tens of micrometers (e.g., industrial high-precision manufacturing and assembling). Instrument mechanism, atmospheric conditions, object surface characteristics, and scan geometry are the four main factors that affect the laser point clouds produced by the Time of Flight (TOF) 3D laser scanner. Consequently, research groups worldwide have put a significant effort into modeling the sources of TOF-TLS errors and design-specific performance evaluation methodologies. This paper investigated the influence of scanning geometry parameterized by incidence angle and the range on the quality of TOF-TLS data in industrial sites. The quality of an indoor sample dataset of an industrial case study was studied and assessed. The results showed that the incidence angle and range parameters substantially impacted the quality of the TOF-TLS data. The suggested methodology can accurately correct the laser data to eliminate the incidence angle and range effects. A revised and optimized point cloud dataset was reconstructed by utilizing these features in conjunction with the approximated quality of the individual points. Furthermore, when assessing the quality of individual point clouds, the accuracy validation obtained through the RMSE value was 3 mm based on ground-truth reference points. On the other hand, the standard deviation values computed through the Multi-Scale Model-to-model cloud (M3C2) analysis were revealed to reach 1mm, which shows better performance results than the Cloud-to-Cloud (C2C) and Cloud-to-Model (C2M) comparison analysis. However, the proposed method may result in the elimination of several significant laser points. These points of high incidence angle values are not eliminated in every instance. The effect of scanning geometry, represented by the angle of incidence with the normalized intensity of the scanning points, should be studied intensively in future studies.
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1. **INTRODUCTION**

In the last two decades, Terrestrial Laser Scanners have become frequently used systems in reverse engineering and the quality control of facilities and infrastructures [1–3]. TLS device advantages include fast acquisition possibilities, sizeable spatial coverage, and high measurement accuracy [4]. Using a spherical coordinate system, the TLS provides a three-dimensional scene visualization by measuring the distances to the surfaces of the scanned objects. In addition to recording a horizontal and vertical angle for each point, it also measures the range from the hit point on the surface to the scanner location [5]. Noise affects scan measurements, even though TLS measurements are precise. Ultimately, point cloud measurements contain both systematic and random unavoidable errors. During data preprocessing stages, such as registration or segmentation, spread errors of individual points are propagated into end products, such as 3D reconstructions [6,7]. Individual point quality is influenced by four main factors: (i) the mechanism of the scanner, (ii) the atmospheric conditions and environment, (iii) the properties of the object being scanned, and (iv) the scanning geometry [5,8]. All of the factors affect the measurement of individual points, potentially by introducing noise or by altering the intensity and shape of the signal that is being emitted. There are many factors over which the user has limited control, such as the scanner, the atmospheric, and the object properties. The only component the user may control is the scanning geometry, as the user can decide where the scan should take place and, as a result, the perspective from which a point cloud is viewed [5]. In addition, when discussing the data, precision, outliers, and other incorrect points must be considered. Therefore, it is necessary to identify and eliminate untrusted points and outliers from the dataset or follow an adjustment procedure to clean the data for further accuracy analysis and more robust measurement data [5].

Scanning geometry is defined by the range and the point incidence angle computed to a surface [5]. This factor is well studied and investigated in Airborne Laser Scanning data [9–11]. On the other hand, the scanning geometry of the TLS data has been studied in numerous studies. For instance, in the investigation of intensity return using a variety of scanning geometry settings, the effects of range and incidence angle on the intensity measurements of (TLS) have been analyzed by Kaasalainen et al. [12], who investigated correction methods for
various TLS instruments and targets. Other studies by Tan and Cheng [13] suggested a new way to eliminate these range and incidence angle effects on the TLS intensity data. This method is based on linear interpolation of intensity values from reference targets. In this context, Pesci and Teza [14] designed an experiment to investigate the effect of surface irregularities on intensity data, depending on the TLS survey. This experiment involved acquiring TLS-based data depending on a rotating artificial target with flat and irregular surfaces. The results showed that the differences in the intensity of the backscattered signal depend on surface type and the incidence angle. Some previous studies proposed various strategies and modeled for eliminating the influence of inappropriate scan geometry on TLS data. Soudarissanane et al. [5] focused on understanding the influence of scan geometry on the quality of individual points in a point cloud, specifically the local measurement noise. Following this, the study successfully modeled the dependence of measurement noise on distance and incidence angle for planar surfaces. Later studies investigated the influence of incidence angle on the precision of terrestrial laser scanning points, where they could identify and correct the noise due to incidence angle, along with other influencing factors, to provide a better measurement quality [15]. Moreover, Pardiñas et al. [3] hypothesized a methodology for building an error model of TLS measurements using object distances and incidence angles. A point cloud of a tunnel section is used to analyze the spatial distribution of errors. The error model is applied in this case. The findings demonstrated that the point density, as a surface fitted to the point cloud, counteracts the angle of incidence's impact on the point cloud quality close to the tunnel gable. Miriam et al. [16], discussed the influence of incidence angle (IA) on TLS distance measurements. They developed a new methodology for comparing TLS distances measured directly with reference distances. The study proved that at close range, other error effects were more pronounced than the influence of IA. On the other hand, the systematic effect of IA at a distance of about 30 m, was obviously recorded. The effect of the scanning geometry is used in many studies, for example, model deformation in man-made structures [3,17] as well as objects in natural sites that use scanning geometry constraints [18–20].

This paper discusses the analysis, assessment, and correction of 3D point clouds generated by terrestrial laser scanning systems for industrial applications. The paper examines the effects of the scanning geometry on the point cloud's quality, focusing especially on the laser beam's incidence angle and range in relation to industrial sites. Furthermore, we looked at the feasibility of assessing a single point's quality. The measurements' received signal level steadily decreases as the incidence angle and range are raised. The paper is structured as follows: Section 2 details the techniques employed. The case study is described in Section 3. The results and discussion are presented in Section 4, and the conclusions are provided in Section 5.

2. METHODS

2.1 Scanning Geometry

The ultimate output of a scan is frequently a point cloud with n observations, each containing the 3D coordinates \([x_i, y_i, z_i]\), where \(i = 1, \ldots, n\) of a point in the Cartesian coordinate system. The scanner can detect the signal reflected from a surface using the TLS as the coordinate system's center. The two directional angles are then recorded: the vertical angle, or latitude, or \(\varphi_i\), and the horizontal angle, or longitude, or \(\theta_i\). It calculates the distance \(\rho_i\) to the reflection's surface. The scanning geometry can impact the point cloud's quality, including the incidence angle and range. For this reason, evaluating and reducing errors and uncertainties in TLS data requires an awareness of the consideration of the scanning geometry [4]. This research defined the surface local orientation in 3D space based on point cloud geometry in a local coordinate system where the vector \(P_i = [x_i, y_i, z_i]\) where \(i = 1, \ldots, n\), defined by a
The angle between the normal vector $N$ of the surface and one laser beam vector $P_i$ is called the incidence angle $\alpha_i$, as shown in Figure 1. For more information, see Eq. (1) [10,15].

$$\alpha_i = \cos^{-1} \left( \frac{P_i \cdot N}{|P_i||N|} \right)$$  \hspace{1cm} (1)

The unit vector that points outward and is perpendicular to the surface's tangent plane at $P_i$ is called the normal vector $N$. Consequently, the incidence angle is always in the interval $[0 < \alpha_i < 90]$. When a perpendicular laser beam strikes a surface, the resulting footprint is expected to be circular. Otherwise, the footprint will get more eccentric and elongated as the incidence angle increases. Their magnitude is proportional to the ellipse's major and minor axes [21].

![Figure 1. Diagram depicting the reflection geometry.](image)

The TLS technology allows precise surface-to-object distance measurements by sending out laser beams in predetermined angular orientations and measuring the reflected signals in the same direction [5]. This research calculates the effect of scanning geometry depending on the radar range equation, see Eq. (2). It is defined as a function of the scanning geometry [22].

$$P_R(\rho) = P_T \frac{D_R^2 \chi \cos \alpha}{4\rho^2} \eta_{sys} \eta_{atm}$$  \hspace{1cm} (2)

In the system settings, $P_R$ is received power and $P_T$ is transmitted power, and they are measured in watts, $\rho$ is the range of the laser beam in meters, $D_R$ is the diameter of the receiver aperture in meters, $\chi$ is the cross-section of the target, and $\eta_{sys}$ and $\eta_{atm}$ are the transmission factors in the system and the atmosphere, respectively. The SNR of a laser return decreases as the cosine of the incidence angle $\alpha$ increases, as shown in Eq. (2). Additionally, the degradation of SNR is inversely proportional to the square of the range [5].

### 2.2 Analyzing the Laser Point Quality

The assumption of planar surfaces illustrates the quality of the individual points that make up a point cloud. The estimation method known as total least squares [5], is utilized in this paper to acquire planar features.

#### 2.2.1 Accuracy (Geometric) Analysis

The accuracy is an absolute value and is defined as the mean deviation of the measured coordinates from their reference values. To determine the accuracy coordinates from high-definition TLS, target scans are used with their equivalent 3D points (GCPs and CPs), which are calculated using an accurate reference technique. Geometric accuracy refers to how well
point clouds match actual or ground-truth data. The 3D coordinate’s accuracy can be expressed by Root Mean Square Error (RMSE), as stated in Eq. (3). In this equation, the variable V represents the difference between a measured value and its ground truth value. In contrast, the variable n represents the total number of observations [23–27].

\[
RMSE = \pm \sqrt{\frac{\sum_{i=1}^{n} v_i^2}{n}}
\]  

(3)

2.2.2 Precision (Physical) Analysis

In a TLS system, the deviation of a sample of measurements from the mean value is a measure that can be used to determine the precision of individual measurements [28]. Through its definition, the standard deviation of an LS plane can be defined as a reference value for a single measurement of noise. Various analyses were utilized to identify and verify the 3D point cloud quality by comparing them to the reference models. These methods included roughness analysis, C2C distance analysis, C2M distance analysis, and M3C2 comparison.

2.2.2.1 Roughness Analysis

Most Time of Flight (TOF) scanners are susceptible to noise (or roughness) during range collection. Point cloud roughness can be measured by computing the distance between each point and the best-fitting plane calculated to its nearest neighbors [29]. Cloud Compare (CC) software (https://www.cloudcompare.org) presents flexible tools where roughness is computed by specifying the radius of a sphere centered on individual points [19, 29].

2.2.2.2 Cloud-to-Cloud Distance (C2C) Analysis

This method is the quickest and easiest direct method for comparing three-dimensional point clouds. This method requires no data gridding, meshing, or surface normal calculation procedures. It is possible to determine the surface change most straightforwardly by calculating the distance between the two points (C2C, Figure 2A). There are two ways in which the local reference surface model can be improved: first, by employing a height function (C2C_HF, Figure 2B), and second, by using a least square fit of the closest point neighbors [30]. Cloud matching algorithms like the ICP also take advantage of this method. However, as shown in Figures 2A and 2B, the spacing of the points, outliers, and roughness of the clouds all impacted the distance measurement [19].

![Figure 2. Current 3D comparison techniques for evaluating the similarities and differences between two data points, PC1 and PC2 [19].](image)

2.2.2.3 Cloud to Mesh Distance (C2M) Analysis

This method is the one that is used the most commonly to analyze point cloud precision levels. The distance between a point cloud and a reference three-dimensional theoretical model or mesh determines how much surface change is detected [31,32]. This method is useful for flat surfaces because it allows one to build a mesh that corresponds to the average position of the reference point cloud (Figure 2C). On the other hand, the process of creating surface
meshes is made more difficult either by point clouds that have a significant amount of roughness across all scales or by missing data related to occlusion. In most cases, a manual inspection that takes a lot of time has to be performed. In addition, mesh construction helps to smooth out specific details that may be significant when evaluating the properties of the local roughness [19].

2.2.2.4 Multi-scale Model to Model Cloud (M3C2) Analysis

The M3C2 approach determines the cloud to cloud distance between the two compared models. Instead of using traditional algorithms' random nearest neighbor distance, the M3C2 method calculates the distance along a local normal direction based on the surface's roughness. This method is better at dealing with point location uncertainty and registration errors. It is possible to provide a general description of the M3C2 algorithm by breaking it down into four steps, as illustrated in Figure 3. Step one begins with selecting the core points used in the reference model. The software then determines each core point's normal direction using a fitting plane under the control of a set of normal scales \( D \). In the next step, the projection depth \( h \) and projection scale \( d \) of the cylinder will be modified to generate a cylinder that is aligned along the normal direction that is already known. Step three involves separating the three-dimensional model-derived sets of points inside the cylinder into their respective sets. Finally, the distance between two subsets of points is calculated using the average position length along the normal direction. Lague et al. [19] provide a more detailed description of the M3C2 algorithm for further details.

![Figure 3. The M3C2 technique calculates the distance between clouds [19].](image)

3. CASE STUDY

The quality analysis approaches described in section 2 are applied in this study using point cloud datasets obtained from the STONEX X300 terrestrial laser scanner. This device was used to collect 3D data in a controlled environment to examine the impact of scanning geometry on the resulting scan quality and analyze the quality of individual points. The scanner is a pulse-detection device that contains two integrated cameras with a resolution of 5 megapixels each. It has a range accuracy of less than 5mm at 50 meters [33]. Figure 4 shows the Area of Interest (AOI) industrial device, which is a SATO SATRONIK C3250 Plasma Cutting Machine fabricated in Germany. It is known for its intricate design and small details used for cutting thin and thick materials. This technology is widely used in industries like fabrication and metalworking for fast and accurate cutting.
The site should be planned carefully to achieve actual scanning, as well as determine the optimal scanning positions and targeting locations. The distribution of artificial targets over and surrounding the machine facilitates the alignment of the point clouds acquired from various stations. These targets were used for geo-referencing, the connection of individual scans (registration), and assessing the 3D accuracy of the coordinate measurements obtained from TLS. The trajectory positions were not spacious enough for circle scanning, even though the point clouds were obtained from fifteen scan positions about 3–4 m away from the machine.

The main goal of post-processing is to achieve clean and registered point clouds. Most processing operations for laser point clouds are carried out by JRC 3D Reconstructor 3, which is a native software provided by STONEX (https://www.stonex.it). The process of aligning data from various scans into one common coordinate system is called data registration. JRC 3D-Reconstructor involves two types of automatic registration: pair-wise (ICP) and global (LM-ICP). LM-ICP with Bundle Adjustment was adopted to refine the alignment, as it allows the registration of all the scans and evenly distributes the registration error. Model alignment was performed before executing the C2C, C2M, and M3C2 methods, as demonstrated in Figure 5.

4. RESULTS AND DISCUSSION

4.1 Quality assessment based -geometric and physical aspects

As mentioned, fifteen stations were captured for the regular geometry point cloud. The precision assessment was applied to the plasma cutting machine case study to evaluate the laser scan measurements and eliminate outliers. According to Section 2.2.2, analysis is used to assess individual points' quality. Results are illustrated in Figures 6 and 7, where (a) refers to
roughness analysis, (b) refers to C2C analysis, (c) refers to C2M analysis, and (d) refers to M3C2 analysis. The precision assessment was applied to a real dataset with outliers, as shown in Figure 6. As a next step, the precision assessment was applied to a dataset without outliers, see Figure 7. The quality analysis methods are carried out using the CC software. In Figure 6, the grey and red points on the bottom of the machine represent the invalid outlier point cloud, mainly because the corresponding points cannot be detected using the small projection scale in the C2C, C2M, and M3C2 methods.

CC contains several filters, including SOR filter and Noise filter, which are applied to remove noise and outliers from the data in this study. In the SOR filter, 6 points were used to estimate the mean distance, while in the noise filter, the k-D tree (k-dimensional tree) value was set at 6 points, and the radius was selected to 0.01 m to include neighbors. Compact spatial data structures like k-D trees are ideal for significant tasks like determining the location of nearby neighbors. Each node in the k-D tree is used to split up one of the k dimensions in a binary search tree. However, some outliers cause deformation even when applied above filters. Therefore, they were removed manually from the target point cloud to simulate the occlusion regions, whose roughness is shown in Figure 6 (a). Whereas the standard deviation of roughness in the datasets with outlier values was equal to 1.2 mm, noting that the local neighborhood radius was set at 0.01 m. However, it was noticed in Figure 7 (a) that the standard deviation was decreased to approximately 0.6 mm when removing the outliers due to a decrease in the local neighborhood radius of 0.005 m. The roughness values are widely dispersed as the outliers are present, according to the Gaussian roughness distribution.

According to C2C analysis, the standard deviation of datasets that include outliers was 0.077 m, Figure 6 (b). Compared with Figure 7 (b), the standard deviation dropped to 0.006 m as the outliers were removed. However, this method can be used only for calculating the relative distance between corresponding points without reflect of signed displacement. On the other hand, a reflection of the change in the direction of the point cloud can be carried out using C2M analysis, as it generates sharp triangles easily when constructing the mesh and TIN model. This is not suitable for complex scanning scenes. Figure 6 (c) and Figure 7 (c) showed the similarities of the standard deviation values for both C2M and C2C methods, which was 0.075 m in the dataset, including outliers, compared to 0.012 m without outliers. To calculate the quality, the M3C2 analysis is performed where Figure 6 (c) indicates the analysis results for the datasets with outliers, as the projection depth was 0.406 m. Obviously, the neighborhood normal vector and initial projection radius are set at 0.1 m and 0.05 m, which are determined according to the point cloud surface roughness. On the other hand, using the M3C2 method, Figure 7 (c) shows the quality analysis results of the datasets without outliers. The projection depth of the latter was 0.407 m, and the normal vector neighborhood and initial projection radius were set to 0.094 m and 0.047 m, respectively. For a comparison between Figure 6(c) and Figure 7(c), a variation has been noticed in the standard deviation with projection depth using the M3C2 according to the Gaussian distribution of roughness, specifically, at the depths 16 and 20 cm, as the maximum standard deviations were 0.006 m and 0.001 m, respectively. It can be concluded that the M3C2 analysis can be used to obtain more accurate quality results compared to C2C and C2M methods.
Figure 6. Real dataset of the plasma cutting machine with outliers analysis
(a) Roughness, (b) C2C, (c) C2M, and (d) M3C2
Figure 7. Real dataset of the plasma cutting machine without outliers analysis
(a) Roughness, (b) C2C, (c) C2M, and (d) M3C2
Analysis of the outcome of the results from applied algorithms has been performed to understand how outliers affect data variability, Table 1. As an advantage, this analysis contributes to a precise understanding of the underlying patterns in each parameter and directs researchers in making appropriate decisions about data pre-processing and interpretation. Depending on the results obtained from the current study, we found that the M3C2 method outperformed the C2C and C2M methods for the deformation analysis. Figure 8 illustrates the data standard deviations with and without outliers using the mentioned analysis methods. An increase in standard deviation values indicates that the involvement of outliers will increase data variability. Once outliers are removed from a dataset, the standard deviation values drop, bringing the remaining values closer to the mean. Since outliers may distort statistical metrics, researchers often eliminate outliers for better comprehension of data's underlying trends and patterns.

Table 1. Compares the real dataset before and after outlier removal in different analysis methods.

<table>
<thead>
<tr>
<th>Case Study</th>
<th>Real Dataset with Outliers</th>
<th>Real Dataset without Outliers</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Points</td>
<td>4301853</td>
<td>3334525</td>
</tr>
<tr>
<td>Method</td>
<td>Classes</td>
<td>Mean (m)</td>
</tr>
<tr>
<td>Roughness</td>
<td>2072</td>
<td>0.00178</td>
</tr>
<tr>
<td>C2C</td>
<td>2075</td>
<td>0.02372</td>
</tr>
<tr>
<td>C2M</td>
<td>2075</td>
<td>0.00616</td>
</tr>
<tr>
<td>M3C2</td>
<td>2075</td>
<td>0.00006</td>
</tr>
</tbody>
</table>

Figure 8. Compares the entire dataset standard deviations with and without the presence of outliers.

Figure 9 illustrates a selected part of the case study machine, (a) and (b) indicate the evaluation quality of TLS data with and without the presence of outliers, respectively. The choice of this part is based on containing small and complex details and estimating the effectiveness of previous evaluation analysis methods depending on the size and other details of the case study. Different results are obtained according to the analysis methods utilized and are similar to those obtained in the entire case study, as shown in Table 2. In addition to having lower highest and lowest standard deviation values, 0.008 m and 0.003 m, respectively, than other approaches, the M3C2 method has demonstrated its efficacy by producing valuable and accurate quality analysis data when compared to the C2C and C2M methods. Refer to Figure 10 for additional clarification.
Table 2. Compares dataset of part (1) before and after outlier removal using different analysis methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>No. of Points</th>
<th>Real Dataset with Outliers</th>
<th>Real Dataset without Outliers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>No. of Points</td>
<td>Classes</td>
</tr>
<tr>
<td>Roughness</td>
<td>732599</td>
<td>853</td>
<td>0.00172</td>
</tr>
<tr>
<td>C2C</td>
<td>490218</td>
<td>856</td>
<td>0.03070</td>
</tr>
<tr>
<td>C2M</td>
<td></td>
<td>856</td>
<td>0.01038</td>
</tr>
<tr>
<td>M3C2</td>
<td></td>
<td>856</td>
<td>0.00002</td>
</tr>
</tbody>
</table>

Figure 9. Dataset of the selected part from plasma cutting machine (a) with the presence of outliers, (b) without the presence of outliers, using different analysis methods.

Figure 10. Compares the dataset of the selected part standard deviations with and without outliers.

On the other hand, the point clouds produced by laser scanners often contain numerous points that exhibit significant inaccuracies caused by various variables. Therefore, a geometric evaluation was used to evaluate the laser scan measurements for the plasma cutting machine case study. This was implemented by calculating the RMSE and comparing the results with the values of the associated GCPs and CPs in the laser point cloud. To ensure that TLS point clouds are geometrically accurate, we survey a selection of GCPs and CPs using a total station reference device. The RMSE values delivered from the selected GCPs and CPs were 2.9 mm and 3.2 mm, respectively, as illustrated in Table 3. We can notice that the errors were delivered...
in the x direction. However, the largest error was targeted at points 3 and 6. This can be justified due to the position of points 3 and 6, which were covered by only 3 scans, while 5 scans covered other points.

4.2 Quality assessment based -scanning geometry

Two tests are carried out using data from the plasma cutting machine to examine the influence of scanning geometry parameters such as range and incidence angle on the quality of the computed point clouds. The first test was implemented to determine the effect of different ranges per point on the point cloud quality. According to the laser range equation, Eq. (2), the quantity of power received decreases as the scan range increases.

The range's impact on the overall noise level grows as the square of the range does. This outcome can be demonstrated in Figure 11. The range values are illustrated through the horizontal axis, and the standard division is illustrated through the vertical axis. Assuming a constant incidence angle, the standard deviation alters as a function of scanning distance. Compared to other ranges, the point cloud quality registered a lower standard deviation value at the 9-meter range. It has a high-precision standard deviation of 0.006 m for roughness, while M3C2 has a standard deviation of 0.007 m. The degree of detail was maintained by ensuring that all sections and intricacies of the machine were covered completely.

On the other hand, the second experiment was applied to examine the effect of the incidence angle on the range measurement. The scanning distance from the TLS to the experimental plasma-cutting machine was 9 m. As shown in Figure 12, the point cloud quality is observed as the laser incidence angle varies from 0° to 90° in 10° increments.
Figure 12. Measurement setup of the incidence angle experiments.

The incidence angles were calculated based on Eq. (1) and using Cyclone 3DR software. Table 4. provides information on the total number of original case study points and the percentage of points filtered at different incidence angles. As the incidence angle increases, the percentage of filtered points generally decreases. For example: At an incidence angle of 10°, 92.4% of the original points have been filtered. This trend continues, and the percentage of the filtered points decreases as the incidence angle increases. No points have been screened at a 90-degree incidence angle (0.00%). Specific data points may be deemed less reliable or credible at lower incidence angles if a higher percentage of points are filtered at those angles.

Table 4. Number and percentage of points filtered at different incidence angles.

<table>
<thead>
<tr>
<th>Incidence angle (°)</th>
<th>No. of points</th>
<th>percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1740226</td>
<td>92.4%</td>
</tr>
<tr>
<td>20</td>
<td>1511891</td>
<td>80.3%</td>
</tr>
<tr>
<td>30</td>
<td>1384072</td>
<td>73.5%</td>
</tr>
<tr>
<td>40</td>
<td>1328672</td>
<td>70.5%</td>
</tr>
<tr>
<td>50</td>
<td>1292664</td>
<td>68.6%</td>
</tr>
<tr>
<td>60</td>
<td>1255326</td>
<td>66.6%</td>
</tr>
<tr>
<td>70</td>
<td>1143550</td>
<td>60.7%</td>
</tr>
<tr>
<td>80</td>
<td>653468</td>
<td>34.7%</td>
</tr>
<tr>
<td>90</td>
<td>0</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

For further explanation, Figure 13 visually represents the relationship of filtered points with different incidence angles. The points in red represent the remaining points at any specific angle, while the remaining points of blue color will be filtered. In addition, Figure 14 illustrates a net-view analysis of the plasma cutting machine with the incidence angles and the number or density of points to demonstrate this effect in different ranges.

Finally, the effect of the incidence angle was calculated for roughness and M3C2 analysis methods. Figure 15 shows the impact of the incidence angle on the quality of the point cloud at individual points, as indicated in Eq. (2), using the estimated planar parameters per segment. As the incident angle increases, the point cloud quality diminishes when the scanning distance remains constant. The point cloud quality is relatively consistent and close together, especially when the angle falls between 0° and 60°. However, it drops if the incident angle is greater than 60 degrees. When the angle hits 80 degrees, achieving the necessary measurement accuracy becomes more difficult [10,34]. This can be explained by calculating the effect of the incidence angle on the measurement according to the range equation Eq. (2), the function cos α. As the angle of incidence increases, the deterioration of the signal increases, which it is directly
proportional and also due to the dispersion behavior of the different surfaces with respect to
the incoming light [5,35]. Figure (15) displays the standard deviation as it changes with the
change of the incident angle. Figure 16 and Figure 17 also show how the point cloud quality
changes as a function of incidence angle. The degradation of the measurement precision is
particularly pronounced for darker-colored angles.

Figure 13. Point clouds of the plasma cutting machine colored with different incidence
angles.

Figure 14. Net-view of the plasma cutting machine with the incidence angles.
5. CONCLUSION

This paper presents a workable solution for improving laser point cloud quality in complicated situations by analyzing the impact of scanning geometry, such as incidence angle and range, for industrial applications. The paper also discusses the quality assessment of laser point clouds based on geometric and physical aspects. This includes analyzing the results of multiple statistical analyses in indoor standard conditions. Recognizing and minimizing the effects of these impacts is of the utmost importance for the 3D reverse engineering industry. The proposed method demonstrates a high degree of simplicity and accuracy for laser point cloud analysis.
Quantifying the quality of the point cloud is accomplished by a geometrical analysis of its accuracy. Using RMSE as a metric for evaluation, this study investigated the RMSE value for CPs as 0.003 meters, while for GCPs, it was 0.002 meters. Quantify analysis can be performed by precision analysis, which is also known as physical analysis. Standard deviation is used as a measurement of the evaluation. CC tools are utilized to analyze the roughness, C2C, C2M, and M3C2 approaches. Each approach has advantages and disadvantages, as illustrated by [36]. Hence, this method is robust to changes in point density and point cloud noise. Deformation analysis results proved the efficiency of the M3C2 method compared to C2C, C2M, and roughness methods [19]. The effect of outliers on data variability can be understood by comparing datasets with and without their presence, specifically focusing on the standard deviations. For each parameter's values, removing outliers and extreme values from the dataset generates a dataset more representative of the normal distribution. This approach assists scholars in making a proper decision whenever they are preparing and interpreting their data, as it provides a more detailed picture of the patterns that occurred for each parameter. Assessment of point cloud quality based on scanning distance and laser incidence angle. Regarding the effect of scanning geometry on the signal-to-noise ratio, it is possible to estimate the increased measurement noise due to increasing incidence angle and range. The findings indicate that terrestrial laser scanners with a minor beam divergence can collect high-accuracy point clouds over longer scanning distances if the laser incident angle is less than 60 degrees. However, a point cloud quality analysis must be performed before multi-station registration, as the scanning distance and angle change depending on the origin of the computed coordinates.

The point cloud quality has a substantial relationship with the criteria discussed above for accurate applications such as industrial engineering. By optimizing the incidence angles and ranges of the laser scanning data capture, it is possible to ascertain more stable data and a better-quality positioning outcome. Consequently, it will be feasible to lessen the overall error associated with the measurements using more sophisticated scenarios in future studies.
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