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ABSTRACT:  Autism Spectrum Disorder (ASD) is a developmental disorder that impacts 

social communication and conduct. ASD lacks standard treatment protocols or medication, 

thus early identification and proper intervention are the most effective procedures to treat this 

disorder. Artificial intelligence could be a very effective tool to be used in ASD diagnosis as 

this is free from human bias. This research examines the effect of face alignment for the early 

diagnosis of Autism Spectrum Disorder (ASD) using facial images with the possibility that 

face alignment can improve the prediction accuracy of deep learning algorithms. This work 

uses the SOTA deep learning-based face alignment algorithm MTCNN to preprocess the raw 

data. In addition, the impacts of facial alignment on ASD diagnosis using facial images are 

investigated using state-of-the-art CNN backbones such as ResNet50, Xception, and 

MobileNet. ResNet50V2 achieves the maximum prediction accuracy of 93.97% and AUC of 

96.33% with the alignment of training samples, which is a substantial improvement over 

previous research. This research paves the way for a data-centric approach that can be applied 

to medical datasets in order to improve the efficacy of deep neural network algorithms used 

to develop smart medical devices for the benefit of mankind. 

ABSTRAK: Gangguan Spektrum Autisme (ASD) adalah gangguan perkembangan yang 

memberi kesan kepada komunikasi dan tingkah laku sosial. Kelemahan dalam rawatan ASD 

adalah ianya tidak mempunyai protokol rawatan standard atau ubat. Oleh itu pengenalan awal 

dan campur tangan betul merupakan prosedur paling berkesan bagi merawat gangguan ini. 

Kecerdasan buatan boleh menjadi alat berkesan bagi diagnosis ASD kerana bebas campur 

tangan manusia. Penyelidikan ini mengkaji kesan penjajaran muka bagi diagnosis awal ASD 

menggunakan imej muka dengan kebarangkalian penjajaran muka dapat meningkatkan 

ketepatan ramalan algoritma pembelajaran mendalam. Kajian ini menggunakan algoritma 

penjajaran muka MTCNN berasaskan pembelajaran mendalam SOTA bagi pra-proses data 

mentah. Selain itu, kesan penjajaran muka pada diagnosis ASD menggunakan imej muka 

disiasat menggunakan CNN terkini seperti ResNet50, Xception dan MobileNet. ResNet50V2 

mencapai ketepatan ramalan maksimum sebanyak 93.97% dan AUC 96.33% dengan  sampel 

penjajaran latihan, yang merupakan peningkatan ketara berbanding penyelidikan terdahulu. 

Kajian ini membuka jalan bagi pendekatan data berpusat yang boleh digunakan pada set data 

perubatan bagi meningkatkan keberkesanan algoritma rangkaian saraf mendalam dan 

membangunkan peranti perubatan pintar bermanfaat untuk manusia. 
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1. INTRODUCTION  

Autism Spectrum Disorder (ASD) is a complex neurodevelopmental disorder that can 

significantly affect a person's life by impairing their ability to communicate, engage with 

others, and control their repetitive behaviors [1]. There is no precise biomarker to identify ASD, 

and there is no specific medication to treat the condition. Individuals with ASD can benefit 

from specific therapy and support services catered to their needs, therefore, early identification 

and intervention are essential for better outcomes [2].  

Machine learning techniques have shown potential for assisting in the early diagnosis and 

detection of ASD [3]. These techniques make use of algorithms to find patterns and links in 

massive datasets [4], which can assist in pinpointing important characteristics that set ASD 

sufferers apart from those without the illness. Working with big datasets of medical pictures or 

behavioral assessments might greatly benefit from machine learning techniques' capacity to 

process vast amounts of data rapidly and effectively [5]. The capacity of machine learning 

techniques to recognize subtle patterns that can escape the attention of human observers is 

another benefit [6]. For instance, facial recognition algorithms can identify tiny variations in 

facial traits linked to ASD, even in people who do not show more obvious signs of the 

condition. Traditionally, diagnosis of ASD has relied on behavioral assessments but 

conventional interview-based methods have human bias, which leads to the unnecessary delay 

in detection [7]. Rather recent studies have shown that individuals with ASD exhibit distinct 

facial features that can be identified using computer vision techniques [8]. However, one major 

challenge in using facial features for diagnosis is the variability in facial expression and pose 

across individuals [9]. Face alignment is a technique used to normalize facial images and 

reduce such variability [10]. In this paper, we investigate the effect of face alignment on ASD 

diagnosis using facial images and demonstrate the power of alignment in improving the 

accuracy of ASD diagnosis. 

2. METHOD  

Autism Spectrum Disorder (ASD) diagnosis is typically a complex and difficult procedure 

requiring a combination of behavioral assessments, medical evaluations, and standardized 

tests. Utilizing facial images and analyzing facial features and expressions to aid in the 

diagnosis of ASD is a promising area of research [11]. However, the accuracy of such methods 

may be contingent upon the quality and alignment of the facial images employed. Using 

advanced image processing techniques and machine learning algorithms, we will specifically 

investigate the effectiveness of alignment in augmenting the recognition of facial features 

pertinent to ASD diagnosis.  

2.1  Dataset 

The dataset we are using is the children facial image ASD dataset, which is the only 

publicly available dataset online containing the facial images of autistic and non-autistic 

children [12]. This dataset contains a total of 3014 samples of both autistic and non-autistic 

children of age 2 to 14. The ratio of autistic to non-autistic children is 1:1, while the ratio of 

male to female children is 3:1. The dataset is divided into three sections: train, test, and 

validation, with 2654, 280, and 80 samples of ASD and control children, respectively. 
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Table 1: The formation of ASD dataset 

Split Number  Binary Class 

Train set 2654 
0.non-ASD  

1.Autistic (ASD) 
Test set 280 

Valida set 80 

 

2.2  Dataset Pre-processing 

The data has been pre-processed in chronological order. MTCNN, a deep CNN for face 

detection and alignment, was first used to align the test sample as shown in Fig. 1(a). Three 

levels of Convolutional Neural Networks in the MTCNN can detect faces and landmarks such 

eyes, noses, and mouths [13]. After detecting left and right eye coordinates, we can calculate 

the displacement angle and rotate the picture for the final alignment shown in Fig. 1(a). P-Net, 

the Proposal Network, is the initial phase of the MTCNN and functions as a proposal generator. 

Its principal function is to generate prospective face-containing bounding boxes. It consists of 

three convolutional layers and two fully connected layers. The input filter of P-Net takes the 

images of 12x12 pixels and the filter sizes in the convolutional layers are 3x3. P-Net generates 

a list of candidate bounding boxes and their corresponding facial landmark positions. The 

initial objective of these processes is face recognition, where the cross-entropy loss for each 

sample is calculated as 

                   𝐿𝑖
𝑑𝑒𝑡 =  −( 𝑦𝑖

𝑑𝑒𝑡 log ( 𝑝𝑖) + (1 −   𝑦𝑖
𝑑𝑒𝑡)(1 − log ( 𝑝𝑖)))                   (1) 

where 𝑝𝑖 is the probability that the sample i = {0,1,...,n} contains a face, as determined by the 

P-Net, and 𝑦𝑖
𝑑𝑒𝑡 is the ground truth level.  

The second stage of MTCNN is R-Net, which refines the bounding boxes for different faces, 

generated by P-Net. There are two fully connected layers followed by three convolutional 

layers. The input of R-Net is 24x24 pixels, where the filter sizes in convolutional layers are 

3x3. R-Net categorizes the candidate boxes as face or non-face and regresses the bounding box 

coordinates to enhance their precision. For R-Net to construct a bounding box, the four 

extremities of the box must be located, which is treated as a regression problem, and the 

Euclidean loss for each sample is computed by multiplying the sample size by the Euclidean 

loss. 

                                       𝐿𝑖
𝑏𝑜𝑥 =  ‖ �̂�𝑖

𝑏𝑜𝑥 − 𝑦𝑖
𝑏𝑜𝑥‖

2
2

                                             (2) 

where �̂�𝑖
𝑏𝑜𝑥 is the intended level derived from the neural network and 𝑦𝑖

𝑏𝑜𝑥 is the coordinate of 

the ground level.  

O-Net, the Output Network, is the last stage of MTCNN and is responsible for the most precise 

face detection and facial feature alignment. It derives detailed facial features, such as facial 

landmarks (e.g., eyes, nose, mouth), from the refined candidate boxes provided by R-Net. The 

construction of O-Net is much more complex than the previous P-Net or R-Net, which consists 

of three convolutional layers followed by three fully connected. O-Net's input dimension is 

48x48 pixels. The dimension of the filters in the convolutional layers is 3x3. For accurate face 

detection, O-Net classifies the candidate boxes, performs facial landmark localization, and 

refines the bounding box coordinates. For the creation of the bounding box, four coordinates 

such as top, breadth, and height are necessary, thus 𝑦𝑖
𝑏𝑜𝑥 ∈  ℝ4. In the final phase, the 

Euclidean loss is again minimised according to the following equation to formulate the face 

landmark detection task. 
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                       𝐿𝑖
𝑙𝑎𝑛𝑑𝑚𝑎𝑟𝑘 =  ‖ �̂�𝑖

𝑙𝑎𝑛𝑑𝑚𝑎𝑟𝑘 − 𝑦𝑖
𝑙𝑎𝑛𝑑𝑚𝑎𝑟𝑘‖

2
2

                                   (3) 

where  �̂�𝑖
𝑙𝑎𝑛𝑑𝑚𝑎𝑟𝑘 is the co-ordinates of facial landmarks - Left eye, right eye, nose, left corner 

of mouth and right corner of mouth and 𝑦𝑖
𝑙𝑎𝑛𝑑𝑚𝑎𝑟𝑘is the ground truth co-ordinate for the ith 

number of images, thus 𝑦𝑖
𝑙𝑎𝑛𝑑𝑚𝑎𝑟𝑘 ∈  ℝ10.After the detection of the left and right eye co-

ordinates we can get the angle θ and the image has to be rotated anti-clockwise at an angle θ 
for Alignment.   

Figure 1(b) depicts the subsequent phase of the pre-processing, which is the horizontal flip 

of the test samples. This action is performed after the alignment procedure and is also used as 

a separate training set for deep learning models. The horizontal flip improves the training of 

deep learning models because it increases the quantity of training data and provides the model 

with more diverse examples from which to learn [14]. A second training set is created by 

combining the facial image samples with the basic Gaussian salt and pepper noise, as depicted 

in Fig. 1(c). Previous research predicted that low image quality would negatively impact the 

training and efficacy of the deep learning model [15]. Adding noise provides the algorithm 

with a chance to deal with low-quality training samples, which may slightly boost its 

performance. 

   

                         (a)                                                    (b)                                                  (c) 

Fig. 1: (a) Face Alignment (b) Horizontal flip and (c) Noise addition pipeline for training samples. 

2.3  Experimental Setup 

The model is trained on Kaggle platform using the Tensorflow library. In this experiment, 

deep learning models ResNet50V2 [16], Xception [17], and MobileNetV2 [18] are selected 

based on the high accuracy reported by Alam et al.  [19] with transfer learning approach as 

shown in Fig. 2.  

 

Fig. 2: ASD diagnosis process using facial image and transfer learning approaches. 

All these CNN models are pretrained on the large-scale ImageNet database using a 

supercomputer to determine the initial weights for image classification tasks. The 
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hyperparameters for model training are held constant in accordance with the best configuration 

from the same model-centric research. Adagrade is chosen as the optimizer, the batch size is 

maintained at 32, and the learning rate is set to 0.001. For evaluating performance, Accuracy, 

AUC, Precision, and Recall were considered as performance metrics to benchmark with 

existing methods. 

3. RESULTS AND DISCUSSION 

3.1  Performance Evaluation for Different Training Sets 

In this section, the results obtained from the distinct training sets were analyzed and 

presented after face alignment and further processing. Table 2 shows the detection performance 

of various CNN models with face alignment. The validation and test sets are left unaltered in 

order to compare the results with recent research. After applying flip and noise addition 

separately to the aligned training set, the performance evaluation is done again on the test set. 

Finally, all three sets are combined for training resulting in three times as many training 

samples as the original training set and later is evaluated with same test set. For face alignment 

only, ResNet50V2 achieves the highest test accuracy of 93.93% with 96.33% AUC, while the 

Xception model also performs very closely with 92.14% accuracy and 95.91% AUC. After 

applying flip and noise to the aligned dataset during training, the test results are not as 

impressive; rather, the prediction accuracy drops dramatically. The test accuracy is recorded at 

88.57% with 93.30% AUC for the ResNet50V2 model applying flip, but the results of other 

training sets with other models are not good enough to be considered. By combining all three 

sets while training three distinct deep CNN models, ResNet50V2 achieved the highest 

performance having 92.86% accuracy and 95.65% AUC which is actually lower than that 

accuracy of applying face alignment only. 

Table 2: The performance of different deep learning models with face alignment 

Dataset 

Processing 

Training 

Dataset size 

Algorithm Accuracy AUC Precision Recall Loss 

Face  

Alignment 

2654 ResNet50V2 93.93 96.33 93.93 93.93 0.373 

Xception 92.14 95.91 92.14 92.14 0.360 

MobileNetV2 84.64 92.20 84.64 84.64 0.451 

Face 

Alignment 

with Flip 

2654 ResNet50V2 88.57 93.30 88.57 88.57 0.576 

Xception 87.50 94.06 87.50 87.50 0.482 

MobileNetV2 82.14 87.23 82.14 82.14 0.742 

Face 

Alignment 

with Noise 

Addition 

2654 ResNet50V2 72.50 80.66 72.50 72.50 1.017 

Xception 88.21 93.91 88.21 88.21 0.351 

MobileNetV2 63.21 72.33 63.21 63.21 1.247 

Face 

Alignment+ 

Flip+Noise 

Addition 

7062 ResNet50V2 92.86 95.65 92.86 92.86 0.496 

Xception 92.50 94.75 92.50 92.50 0.473 

MobileNetV2 86.43 91.63 86.43 86.43 0.718 

Table 3 displays the training accuracy, Tacc, and validation accuracy, Vacc, for various deep 

CNN models while training with distinct datasets produced by dataset preprocessing. Face 

alignment for ResNet50V2 has a Tacc of 99.5%, plainly demonstrating the justification for 

performing it during training. After employing flip augmentation and merging all processed 
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datasets for training, Tacc for ResNet50V2 is increased to nearly 99.8%. Using all three training 

sets (Face Alignment + Flip+ Noise Addition) cumulatively for training, the Xception model 

also demonstrates a very good training performance with an accuracy of 99.7%. Increase in 

training accuracy indicates that models are learning more effectively from the training set and 

are expected to perform well during testing. The 99.8% validation accuracy for face alignment 

demonstrates the superior learning capability of ResNet50V2, while the models’ performances 

are sufficiently good enough to contribute the value for this research work. 

Table 3: The Training (Tacc) and validation accuracy (Vacc) after Face alignment and applying 

augmentations 

Figure 3 depicts the aforementioned scenario with graphical representations, 

demonstrating that ResNet50V2 outperforms all other models for aligned facial images of ASD 

and control children. According to the graph, the performance is lowest for noise addition with 

aligned training set, which has a testing accuracy of only 62.31%. 

Figure 4 shows the training and validation accuracy curve for the best result after face 

alignment of the training samples. The training is consistent with the validation curve, and no 

significant overfitting is observed, as the validation accuracy follows the training curve until 

its convergence. The trend holds true for validation loss as well. Figure 5 depicts the confusion 

matrix for the identical experimental configuration with face alignment on training samples. 

The number of missed predictions is indicated by the white boxes, and for the ResNet50V2 

model, only one control child was incorrectly classified as autistic, while the number of wrong 

predicted images for the autistic sample is 16. Thus overall, the number total is 17 while the 

numbers for missed predictions are 22 and 43 for Xception and MobileNetV2 respectively 

which makes the ResNet50V2 superior to other models for face alignment on training set. 

 

Fig. 3: Performance graph for the different CNN models for a specific training set. 

 

Face Alignment Face Alignment 

with Flip 

Face Alignment 

with Noise Addition 

Face Alignment + 

Flip+ Noise Addition 

 Tacc Vacc Tacc Vacc Tacc Vacc Tacc Vacc 

ResNet50V2 0.995 0.988 0.998 0.950 0.995 0.775 0.998 0.975 

Xception 0.988 0.975 0.991 0.950 0.987 0.938 0.997 0.975 

MobileNetV2 0.971 0.938 0.970 0.888 0.965 0.688 0.989 0.950 
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(a)      (b)      (c) 

 

 

 

 

 

 

(a)       (b)       (c) 

Fig. 4: Graphical representation of training and validation accuracy of (a) ResNet50V2, (b) 

MobileNetV2 and (c) Xception model and training and validation loss of (a) ResNet50V2, (b) 

MobileNetV2 and (c) Xception model for face alignment. 

 

 (a)                   (b)                    (c) 

Fig. 5: Confusion matrix of (a) ResNet50V2, (b) Xception and (c) MobileNetV2 model for the face 

alignment. 

 

Fig. 6: ROC curve of (a) ResNet50V2, (b) Xception and (c) MobileNetV2 model for the face 

alignment. 
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ROC displays the area under the curve, AUC, which provides the region that states the 

model's coverage; the larger the area, the greater the model's ability to detect the correct class 

without any error. Figure 6 displays the ROC for three models with values for the best 

performing experimental setup - alignment of facial images of the training set. Based on the 

ROC plot, ResNet50V2 has a larger area, indicating a greater likelihood of correctly detecting 

the sample. 

3.2  Discussion 

In this study the effect of face alignment on the diagnosis of Autism Spectrum Disorder 

(ASD) is explored using facial images. Here we used ASD dataset containing facial images of 

children with ASD and typically developing children. The dataset contained facial image 

samples which were fed through MTCNN for face alignment. It is hypothesized that aligned 

facial images can improve the accuracy of ASD diagnosis by reducing variations in head 

position and facial expressions. 

The diagnosis of ASD using facial images and a deep learning algorithm is a relatively 

novel field of research. ASD is a disorder characterized by a deficiency in neurological 

development and the human face can reveal information about brain function and structure 

[20]; therefore, the face could be a crucial biomarker for diagnosing ASD. Using deep learning, 

researchers are attempting to identify facial characteristics that correlate with neurological 

disorders which are invisible to the human eye. Table 4 shows a very brief comparison of the 

performance metrices of the contemporary research works. In early 2021, Rabbi et al. [21] 

accomplished a very good prediction accuracy by training their own CNN using ASD facial 

image dataset. Later, Arumugam et al. [22], Shaik et al. [23] and Kaur et al. [24] obtained 91%, 

84.67% and 70% respectively using VGG16. Akter et al.  [25] has performed training using 

shallow and deep methods and achieved an accuracy of 92.1% using MobileNet-V1. Further, 

Rahman et al. [15], Alsaade et al. [26] obtained 90~91 percent prediction accuracy using 

Xception. Recently, Alam et al. [19] performed an ablation study and achieved the highest 

accuracy (95%) of all.  

Table 4: Comparison of performance parameters with the recent research 

Ref CNN Model Sample 

size 

Accuracy 

% 

Precision Recall Data pre-

processing 

Rabbi et al. [21] own CNN 2940 92.32 89.72 93.45 None 

Arumugam et al. [22] VGG16 2940 91.00 - - None 

Shaik et al. [23] VGG16 2940 84.67 - - None 

Akter et al. [25] MobileNet-V1 2940 92.10 92.10 92.10 None 

Rahman et al. [15] Xception 2940 90.00 - - None 

Alsaade et al. [26] Xception 2940 91.00 - - None 

Alam et al. [19] Xception 3014 95.00 95.00 95.00 Cleaning 

Kaur et al. [24] VGG16 2940 70.00   None 

Our Proposed Face Alignment  

Face Alignment ResNet50V2 3014 93.93 93.93 93.93 Alignment 

Face Alignment with Flip ResNet50V2 3014 88.57 88.57 88.57 Flip 

Face Alignment with Noise 

Addition 

ResNet50V2 3014 72.50 72.50 72.50 Noise 

Addition 

Face Alignment + Flip+ 

Noise Addition 

ResNet50V2 8322 92.86 92.86 92.86 All 

324



IIUM Engineering Journal, Vol. 25, No. 1, 2024 Alam et al. 
https://doi.org/10.31436/iiumej.v25i1.2838 

 

 

Dataset pre-processing techniques such as Align, Horizontal flip, or noise addition were 

not being used by any researchers prior to this work to improve the quality and increase the 

number of samples of the training data. Image alignment is very necessary to bring symmetry 

to the dataset by aligning the facial landmarks that result in better outcomes in classification 

[27]. After aligning the dataset, the highest reported prediction accuracy in this study is 93.93 

percent. Despite the fact that employing other augmentations after image alignment improves 

training accuracy according to Table 2, the evaluation of the test dataset is not remarkable. The 

training evaluation performance of the synthesized training dataset, comprising all three 

combinations, is very promising since evaluating with the test dataset results in lower values 

of accuracy than that of using only face alignment.  

Data augmentation introduces high variance in the samples of the training dataset, which 

can negatively impact evaluation performance. The variations introduced to both classes bring 

about certain similarities which cause overfitting, limited generalization, increased 

misclassifications and lastly, impose increased computational requirements. Relatively 

applying face alignment improved the detection accuracy by outperforming almost all the 

previous research, as shown in Table 3. Our research demonstrates a lower value than the 95% 

accuracy reported by Alam et al. [19], suggesting that alignment alone is insufficient to 

improve the performance of deep learning algorithms. Rather, a detailed data-centric strategy 

should be investigated in greater depth. Poor image quality and inadequate medical validation 

of the ASD patients present in the training set are additional limitations of this study. 

4.   CONCLUSION  

Our study highlights the importance of face alignment in improving the accuracy of 

Autism Spectrum Disorder (ASD) diagnosis using facial images. We explored the effect of 

alignment on the classification performance of three state-of-the-art deep learning models, and 

our results showed a significant improvement in prediction accuracy when using aligned faces 

compared to unaligned faces. Our findings suggest that accurate face alignment can improve 

the quality of facial features used by machine learning models, leading to more accurate and 

reliable predictions. The best performance was achieved with alignment only, where we 

achieved a prediction accuracy of 93.97% with 96.33% AUC using ResNet50V2. This is a 

significant improvement over previous research which has important implications for the 

diagnosis of ASD, where accurate and early diagnosis is crucial for effective intervention and 

treatment. We believe that our study opens up new avenues for future research on the use of 

face alignment for ASD diagnosis using facial images, and we hope that our results will 

contribute to the development of more innovative tools for medical professionals. 
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