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ABSTRACT:  Uniform Manifold Approximation and Projection (UMAP) is applied to reduce 

the multipath dataset into 2-dimensions (2D) for visualization and clustering.  Density-based 

spatial clustering of applications with noise (DBSCAN) is used as the clustering approach and 

the performance of different search radius epsilon ε. The proposed approach was used to 

cluster semi-urban scenarios of the COST2100 channel model (C2CM), which has many 

multipath components (MPCs).  The approach is validated by comparing the clustering results 

to the ground truth and computing the Adjusted Rand Index (ARI) and the cluster-wise 

Jaccard index 𝜂. The results suggest that lowering the search radius up to 0.3 achieved a 

median below 0.6 in the multiple-links scenarios due to the overlapping nature of clusters. 

Nevertheless, the median values above 0.7 and 0.8 for the ARI and Jaccard index 𝜂, 

respectively for the single-link scenarios indicate the robustness of the approach. 

ABSTRAK: Anggaran Manifold Seragam dan Unjuran (UMAP) 2-dimensi (2D) digunakan 

sebagai penggambaran dan pengelasan bagi mengurangkan set data pelbagai laluan. Aplikasi  

pengelasan ruangan bersama bunyi berdasarkan ketumpatan  (DBSCAN) ini mengguna pakai  

pendekatan pengelasan dan prestasi pelbagai radius carian epsilon ε. Pendekatan yang 

dicadangkan ini digunakan bagi pengelasan senario separa-bandar model saluran COST2100 

(C2CM), di mana komponen ini mempunyai banyak laluan (MPCs). Pendekatan ini disahkan 

dengan membandingkan dapatan pengelasan kepada kesahihan lapangan, pengiraan Indeks 

Rawak Terlaras (ARI) dan indeks Jaccard pengelasan η. Dapatan menunjukkan pengurangan 

radius carian sehingga 0.3 dicapai pada median di bawah 0.6 dalam senario pelbagai pautan 

disebabkan oleh sifat pertindihan pengelasan. Walau bagaimanapun, nilai median di atas 0.7 

dan 0.8 untuk ARI dan indeks Jaccard η, masing-masing menunjukkan kaedah ini berkesan 

bagi senario pautan-tunggal.  

KEYWORDS: multipath clustering; dimensionality reduction; channel modeling 

1. INTRODUCTION

The development of wireless communications relies on characterizing the physical

wireless channel.  Utilizing Multiple-Input Multiple-Output (MIMO) antennas at both the 

transmitter and receiver enables the wireless systems to achieve fourth-generation (4G) and 

fifth-generation (5G) mobile communication standards.  Channel models have been used to test 

algorithms and approaches before developing the actual system, using the characteristics of the 

complicated propagation environment; thus, channel modeling plays a vital role in wireless 

system design.  Recently, the use of geometry-based stochastic channel models (GBSCM) has 
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gained popularity and developed the double-directional channel models [1].  The GBSCM also 

uses cluster concepts, attributing clusters to scatterers in the propagation environment.  The 

presence of multipath clusters and their exploitation opens up the benefits of spatial 

multiplexing, diversity, and beamforming.  The scatterers produce multipath components 

(MPCs), which diffuse and scatter the signal propagated, causing delays and different paths 

called multipaths.  Generating a channel model for different scenarios and accurately clustering 

the MPCs in the angular and time domain can simplify obtaining the channel impulse response 

(CIR).  Accurately modeling the propagation space can produce better channel models for 

different scenarios that technically advance the wireless system's design and present achievable 

reliability, data rates, and latency.  Hence, finding optimal ways to cluster MPCs is crucial in 

channel modeling. 

Recently, the use of automatic algorithms gained attraction in clustering the MPCs.  

Different methods have been proposed to cluster MPCs in different scenarios. The first 

framework for applying an automatic algorithm was reported by [2], [3], where the K-means 

algorithm was utilized, and the Multipath Component Distance (MCD) was used.  The K-means 

algorithm was also used in an urban scenario reported by [4].  A spectral-based power-weighted 

algorithm was proposed by [5] and applied to measured data in a hall environment.  The 

automatic and manual approach combined to produce a middle-ground technique is reported 

in [6], in an urban macrocell where it was stated that human interaction in clustering should 

not be ignored. 

Furthermore, the 𝐾-means is extended to include the power, also known as the 𝐾-power 

means (KPM) algorithm, and tracking the multipaths was reported in [7].  The Variational 

Gaussian Mixture Model (GMM) was proposed to cluster the outdoor-to-indoor propagation 

scenario [8].  Additionally, a comparative study of different algorithms and their performance 

is presented in [9].  The use of Simultaneous Clustering and Model Selection (SCAMS) is 

proposed in [10,11] to cluster the C2CM generated datasets.  Finally, a visualization tool using 

3D point cloud data to locate small interacting objects in a microcell was  proposed to include 

the visualization process in the wireless channel characterization [12].  Different approaches 

are presented in clustering the MPCs due to the difference in propagation environment, 

frequency band, and scenario being studied and modeled. 

Big data analysis gained research interest due to the massive data available today.  

Visualization techniques have been one of the focuses of research in exploratory data analysis.  

Data's high dimensional nature gave birth to techniques to reduce the dimensionality of data to 

address the “curse of dimensionality.” Dimensionality reduction (DR) has benefitted other 

fields of science, especially for data with many features that need to be reduced, visualized, 

and clustered.  DR techniques can preserve the global or local structure of the data while 

reducing the features that can be used to visualize in lower dimensions.  The mutation dataset 

of the SARS-CoV-2 was visualized using t-distributed Stochastic Neighbor Embedding (t-

SNE) and UMAP, followed by the K-means algorithm for clustering [13].  DR has gained 

popularity, especially in genome sequencing.  In [14], DBSCAN is used after applying t-SNE 

and UMAP to find repeating patterns in the biological signaling of single-cell calcium spiking. 

Furthermore, DR techniques have been used to improve the performance of different 

machine learning algorithms for intrusion detection systems [15].  Furthermore, DR techniques 

before automatic clustering have not been fully utilized in clustering the MPCs.  The main 

contribution of this paper is to obtain accurate number of clusters and their membership using 

UMAP to reduce the dimension into 2 (for visualization) and cluster the latent space using 

DBSCAN.  
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This paper applies the DR technique to the C2CM data to visualize the MPCs using 

Principal Component Analysis (PCA) and UMAP, followed by DBSCAN to cluster the 

reduced data.  The rest of the paper is structured as follows: Section 2 discusses the methods 

utilized in this paper, the dataset, DR techniques, and the validation metrics.  Section 3 presents 

the clustering results and the performance for each scenario, and Section 4 concludes this work. 

2. METHODS

The methodology and techniques in this study are discussed.  Figure 1 illustrates the

procedures implemented from the dataset used, the PCA and UMAP techniques, and the MCD 

distance metric.  The dataset is prepared and read using MATLAB software. Each scenario has 

30 snapshots that are read per sheet in an Excel file imported to the MATLAB interface.  The 

PCA is applied to rotate the data, capturing the maximum variance without reducing the 

dimension.  The UMAP is modified using the MCD metric to suit the angular nature of data to 

capture the actual distance and avoid the circular nature of data.  The computation of MCD is 

done using a developed script in MATLAB.  The UMAP then computes a low-dimensional 

representation in 2D that can be visualized and utilized for clustering.  

Additionally, the default DBSCAN implementation in MATLAB was used, and the ε  was 

varied to improve the groupings of the UMAP output.  Finally, the ARI and Jaccard index are 

computed to validate the approach in the number of clusters and their membership.  This section 

discusses each of the methods used in this paper. 

Fig. 1:  Methodology of the study. 

2.1  COST 2100 Dataset 

The European Cooperation in Science and Technology (COST) 2100 channel model is 

based on the cluster of MPCs which has similar delays and angular parameters [16].  The 

C2CM generates the double-directional channel containing the large-scale and small-scale 

parameters.  The dataset used in this work is found in the Institute of Electrical and Electronics 

Engineers (IEEE) DataPort [17], which has eight scenarios.  Only the semi-urban scenarios 

were used in this work since the DBSCAN performance relies on the density of points and the 

neighbors.  The settings are as follows:  

1.  Band 1 Semi-urban NLOS Single Link

2. Band 1 Semi-urban LOS Single Link
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3. Band 1 Semi-urban LOS Multiple Links 

4. Band 2 Semi-urban NLOS Single Link 

5. Band 2 Semi-urban LOS Single Link 

6. Band 2 Semi-urban LOS Multiple Links 

Band 1 refers to the narrowband, while Band 2 is for the wideband.  Additionally, the LOS 

refers to line-of-sight and NLOS refers to non-line-of-sight.  A vector represents the MPCs 

𝒙ℓ = [𝜃𝓵,AOA , 𝜙ℓ,AOA , 𝜃𝓵,AOD , 𝜙ℓ,AOD , 𝜏𝓵, 𝛼ℓ]  where 𝑥𝑙 represents the ℓ𝑡ℎ MPC which has the 

delay parameter 𝜏, the Angle of Arrival (AOA), Angle of Departure (AOD), 𝜙 is the azimuth 

angle, 𝜃 as the elevation angle, and the power represented by 𝛼.  The MPCs are clustered based 

on the similarity of these parameters, excluding the power.  Each dataset contains 30 snapshots, 

where one snapshot is represented by a data matrix 𝑿 that contains ℓ number of MPCs. 

The C2CM is part of the COST action project and the COST family of channel models. A 

200 MHz bandwidth is supported by this model for frequencies below 6 GHz. The model 

assumes that there is only one terminal fixed for the BS, which limits the dual mobility 

conditions. Dynamic modeling, multi-link , spherical, and spatial consistency are the 

advantages of the C2CM as compared to other channel models.  

2.2  Dimensionality Reduction 

PCA is considered a DR technique that aims to direct the components to maximum 

variance using orthogonal axes.  PCA produces uncorrelated variables, which can then be 

reduced to a number of principal components.  The first principal component explains most of 

the variance in the data, followed by the second principal component.  PCA can be achieved 

using the singular value decomposition (SVD) or the covariance matrix and its eigenvectors.  

In this work, all the components are retained; thus, PCA is used for the decorrelation of the 

variables, which are then fed to the UMAP algorithm. 

UMAP is a relatively new technique for embedding high-dimensional data in low 

dimensions based on topological data analysis and graph theory [18].  The algorithm begins by 

constructing a K-neighbor graph G using a specific distance metric d which computes the 

distance in high dimension.  The G’ low dimensional graph is constructed using Laplacian 

eigenmaps.  The cross-entropy between the two graphs is minimized, producing an optimized 

layout in the low dimension [19].  UMAP has hyperparameter n-neighbors, which in this work 

is set to the square root of N, where N is the number of paths in each snapshot.  The reason for 

the square root is to deflate the varying number of MPC in each snapshot, and selecting √N is 

widely accepted when using k-nn [20].  The MATLAB implementation of UMAP [21] is used 

in this work. The UMAP preserves both local and global structure of data. Another manifold 

learning technique that uses the same principle of optimizing the low dimensional embeddings 

is the t-SNE. In contrast, UMAP utilizes graph theory, while t-SNE is based on the student-t 

distribution in finding the neighboring points. As mentioned earlier, the PCA is a DR technique 

as well, but falls under the category of linear techniques and is employed alongside t-SNE or 

UMAP. 

The parameters of the MPCs are in terms of angle and time domain.  In clustering and 

neighborhood embedding, the similarity of the distance is the Euclidean distance which is the 

default distance metric of UMAP and other dimensionality reduction algorithms. It measures 

the distance between points in a linear manner. A more generalized distance metric is the 

Minkowski distance where 𝑝 represents the norm where 𝑝 = 2 for the Euclidean, and 𝑝 = 1 

for the Manhattan distance. However, because of the angular nature of the multipath 
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components, the Euclidean distance should be modified to address the angular ambiguity and 

separation between the MPCs. Considering also the fact that the delay feature 𝜏 is a dimension 

of time, the Euclidean distance cannot measure the spatio-temporal difference of MPCs. The 

MCD is a measure to quantify the separations between multipaths 𝑖,𝑗 introduced in [22] given 

by Eq. 1: 

MCD𝑖𝑗 = √∥∥MCDAoA,𝑖𝑗∥∥
2

+ ∥∥MCDAoD,𝑖𝑗∥∥
2

+ MCD𝜏,𝑖𝑗
2  

(1) 

MCDAoA/AoD,𝑖𝑗 =
1

2
|(

sin (𝜃𝑖)cos (𝜙𝑖)

sin (𝜃𝑖)sin (𝜙𝑖)

cos (𝜃𝑖)
) − (

sin (𝜃𝑗)cos (𝜙𝑗)

sin (𝜃𝑗)sin (𝜙𝑗)

cos (𝜃𝑗)

)| 

(2) 

 

where MCDAoA/AoD,𝑖𝑗 computes the distance of the angle of arrival or departure; Equation 2 is 

used to compute the angular distance between the 𝑖th  and 𝑗th multipath.  Equation 3 quantifies 

the separation between delays given by MCD𝜏,𝑖𝑗 , where 𝜁 is the scaling factor and the standard 

deviation of the delays denoted by 𝜏std. 

MCD𝜏,𝑖𝑗 = 𝜁 ⋅
|𝜏𝑖 − 𝜏𝑗|

Δ𝜏𝑚𝑎𝑥

⋅
𝜏std

Δ𝜏𝑚𝑎𝑥

 
(3) 

The MCD provides a metric integrated into the UMAP algorithm to measure the 

probability of neighboring points in the high-dimensional space.  Using PCA and UMAP, 

where MCD is the distance metric, each snapshot is projected into 2D space for visualization, 

and the 2D data is clustered using the DBSCAN algorithm. 

2.3  Density-Based Spatial Clustering of Applications with Noise 

The DBSCAN algorithm relies on three parameters, the core points, boundary points, and 

noise points [14].  The core points can be determined by the radius of the search represented 

by epsilon ε and the minimum number of neighbors (minPts).  Furthermore, core points are 

defined as the reference of the data points in the center of the group with the least minPts 

connected within the distance ε.  The number of core points can also be treated as the number 

of clusters since it defines how DBSCAN can find many core points.  The DBSCAN treats the 

neighbors to be connected to a core point, and the non-core points are treated as noise.  One 

advantage of DBSCAN from K-means is that DBSCAN does not require the number of clusters 

K in advance but produces clusters based on the density of points around the core point that the 

radius 𝜀 and the minPts specifies.  In this paper, ε was varied from 1, 0.8, 0.5, and 0.3, while 

the minPts was set to the default value of 5.  The reason for varying the ε in decreasing order 

is to separate highly dense points from the projection of UMAP.  The abstract algorithm of 

DBSCAN is first to identify the core points, followed by assigning core points, and for non-

core points, the border points are assigned, adding the neighboring points to a core point and 

finally assigning the noise points. The original DBSCAN paper was proposed in  [23]  and was 

recently criticized due to the misuse of distance metrics. However, the suitable use of its 

parameters 𝜀 and the distance metric are discussed and highlighted in [24] and still encourages 

its usage.  

2.4  Validation Metrics 

The availability of the true cluster number and cluster membership from the C2CM data, 

external clustering validity indices are used. The Adjusted Rand Index (ARI), which compares 
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the cluster members to the reference cluster membership, and the Jaccard index to assess the 

accuracy in identifying the number of clusters.  The ARI is given in equation 4 [25]. 

ARI =
𝑴11 + 𝑴00

𝑴00 + 𝑴01 + 𝑴10 + 𝑴11
=

𝑴11 + 𝑴00

(
𝑀
2

)
   ∈ [0,1] 

(4) 

The value of the ARI ranges from 1 if the clustering matches perfectly.  In equation 4, 𝑴11 

pertains to the number of pairs that exist in the same cluster while 𝑴00 are the instances that 

exist in a different cluster.  The number of pairs that exist in the reference cluster but not in the 

clustering output is denoted by 𝑴01while 𝑴10 is for the opposite. 

On the other hand, the number of clusters is evaluated using the Jaccard index, which 

ranges from 0 to 1, where 0 indicates void similarity and 1 for a perfect match.  The cluster-

wise Jaccard index is computed using equation 5, where | ∙ | denotes the cardinality, 𝑪ref is the 

reference multipath cluster, and 𝑪cal indicates the calculated clusters.  

𝜂Jac =
|𝑪ref ∩ 𝑪cal|

|𝑪ref ∪ 𝑪cal|
  ∈ [0,1] 

(5) 

The results of cluster labels can sometimes change depending on the clustering discovery 

of DBSCAN. Consequently, the use of ARI to measure the similarity of cluster membership as 

compared to the Adjusted Mutual Index (AMI) is due to the balanced nature of clusters 

generated by C2CM. Since the dataset generated has equal number of MPC per cluster, the 

dataset is said to be balanced and the ARI is used toward a balanced clustering solution.  

3. RESULTS AND DISCUSSION 

The results of using PCA+UMAP and MCD are first projected with their reference clusters 

to validate the embedding quality.  The DBSCAN is then used on the projected data to visualize 

and assess the performance by computing the ARI.  Figure 2 illustrates the ground truth 

projection and the DBSCAN clustering on the UMAP results.  The projected data is from one 

snapshot of the B1 NLOS scene with 911 MPCs. Varying the 𝜀 value shows a difference in the 

clusters in the middle being separated as the value of the search radius decreases.  

Consequently, when the value of 𝜀 is small, the clusters are separated from the core points 

and are treated as noise, as illustrated in the last plot of  Fig. 2, where the 𝜀 = 0.1 achieves an 

ARI of only 0.0814.  The search radius 𝜀 was lowered to the value of 0.3; further lowering this 

value, the ARI and Jaccard index decreased.  With these trials, the PCA+UMAP and MCD are 

applied to reduce the parameters into new variables UMAP1 and UMAP2 and are projected in 

2D space for visualization and clustering.  This process was applied to thirty snapshots for each 

semi-urban channel scenario. 

Table 1 shows the mean ARI for each semi-urban scenario corresponding to the search 

radius values of 1, 0.8, 0.5, and 0.3.  The number of clusters was evaluated using the Jaccard 

index 𝜂Jac Furthermore, the mean computational durations using the proposed approach were 

recorded.  The simulations were carried out using MATLAB 2020b on a desktop with AMD 

Ryzen 5 3600 6-Core Processor with 16 GB of installed RAM, and the duration was computed 

using the timer functions of MATLAB. 
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The applied approach had an excellent performance in the scenario B1 semi-urban LOS 

single link with the highest ARI and 𝜂Jac of 0.7359 and 0.8726, respectively.  The same scenario 

follows this result in the B2 with 0.7116 and 0.8390.  On the other hand, the lowest scores are 

in the multiple links scenarios; this is due to the overlapping clusters in one dense point, and 

the UMAP cannot separate the clusters clearly, mainly due to the number of links that has the 

same parameters which only achieves only half of the number of clusters.  This limitation also 

affects the memberships of the clusters resulting in lower ARI.  Furthermore, in the multiple 

link scenarios, the highest mean computational duration of approximately 7 seconds can be 

attributed to the high number of paths.  Finally, the overall scores show that at 𝜀 = 3 achieves 

the highest ARI and 𝜂Jac as opposed to using 𝜀 = 1 where a significant difference in the scores 

is observed. 

  

  

  

Fig. 2:  UMAP of Ground-truth and DBSCAN results with varying ε. 
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Figure 3a illustrates the Empirical Cumulative Distribution Function (ECDF) of ARI for 

all 180 snapshots of channel scenarios and their corresponding ARI.  The figure shows a 

significant difference and improved scores at 𝜀 = 0.3.  The 10th percentile, median, and 90th 

percentile of 𝜀 = 0.3 are graphed in Figure 3a.  The percentiles indicate that at less than 10% 

of the data, the performance is 0.4486; at less than 50%, an ARI of 0.6763; and at less than 

90% of the ARI is 0.8018.  The graph summarizes the performance in terms of the ARI. 

  

                                        (a)                                                                                (b) 

Fig. 3:  ECDF of ARI and 𝜂Jac for all channel scenarios. 

Furthermore, Fig. 3b provides the ECDF of the cluster-wise Jaccard index for all scenarios.  

The ECDF shows a steeper curve in the ECDF of 𝜀 = 0.3 where at the median, less than 50% 

of the Jaccard indices are less than 0.8214, indicating a good approximation of the actual 

number of clusters.  Consequently, the lower percentile indicates that at less than 10%, the 

Jaccard index of the number of clusters is 0.5193, which can be associated with the approach's 

performance in the multiple-links scenarios. 

In Fig. 4, the summary statistic of the ARI and Jaccard index for the six channel scenarios 

with the highest performing parameter 𝜀 is shown using box plots.  The boxplot shows the 

Table 1: Mean ARI, Jaccard index, and Computational Duration of UMAP and DBSCAN 

Scenario ARI  𝜼𝐉𝐚𝐜 Compu-

tational 

Duration 

(seconds) 
𝜀 = 1 𝜀 = 0.8 𝜀 = 0.5 𝜀 = 0.3 𝜀 = 1 𝜀 = 0.8 𝜀 = 0.5 𝜀 = 0.3 

B1 Semi-urban 

NLOS Single Link 
0.5453 0.5741 0.6342 0.7299 0.6685 0.7046 0.7655 0.8736 5.0469 

B1 Semi-urban 

LOS Single Link 
0.4980 0.5307 0.6139 0.7359 0.5874 0.6257 0.7126 0.8726 1.9335 

B1 Semi-urban 

LOS Multiple 

Links 

0.3128 0.3245 0.3780 0.4612 0.3562 0.3704 0.4377 0.5637 6.8409 

B2 Semi-urban 

NLOS Single Link 

0.5362 0.5659 0.6277 0.7166 0.6150 0.6435 0.7301 0.8617 5.4050 

B2 Semi-urban 

LOS Single Link 

0.5097 0.5340 0.6114 0.7116 0.5739 0.6054 0.6850 0.8390 2.1443 

B2 Semi-urban 

LOS Multiple 

Links 

0.3536 0.3733 0.4305 0.4983 0.3726 0.3893 0.4579 0.5724 6.6561 
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median using the red mark and the 25th and 75th percentiles using the bottom and top of the 

box, respectively.  Additionally, some outliers in the data are present, denoted by the red + 

mark.  Figure 4a shows the ARI performance where the single-link performance of above 0.7 

ARI in the median values, while the performance of the approach on the multiple link scenario, 

the median ranges at only half of the cluster membership.  The ARI performance also affects 

the Jaccard number of clusters; the median is above 0.8 for the single-link scenarios indicating 

a close approximation to the number of clusters.  The same performance is shown by the 

boxplot of the Jaccard index in Fig. 4b, where the number of clusters in the multi-link has 

achieved less than 0.5 value.  A total of four outliers in the box plots indicates that the 

approach's performance is robust and applicable for most of the 180 datasets.  

(a)                                                                                (b) 

Fig. 4:  Boxplot of ARI and 𝜂Jac for all channel scenarios.

The approach has been proven effective on the C2CM datasets and has been verified using 

the Jaccard index and ARI. The use of the approach to different channel models such as IMT-

2020, WINNER II, and QuaDRiGa are considered for future work.  

4. CONCLUSION

This paper presents the performance results of applying UMAP to MPC for visualization

prior to clustering.  The UMAP reveals the clustering tendencies in the data utilizing PCA and 

the distance metric MCD.  Visualizing the data can aid the clustering process, especially for 

the increasing number of paths.  In addition, the clustering performance of DBSCAN to the 

membership and number of clusters, along with the varying values of the search radius 𝜀 are 

evaluated.  The selection of the 𝜀  at 0.3 shows promising results in clustering the projected 2D 

transformed data of the MPCs.  A median of 0.6763 and 0.8214 of the ECDF for the ARI and 

Jaccard index, respectively, suggests the accuracy of the approach.  Incorporating DR 

techniques to visualize and cluster the MPCs proves to be optimal and can be used as an 

alternative to cluster the MPC of the C2CM semi-urban scenarios.  
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