FORECASTING OF INFECTION PREVALENCE OF HELICOBACTER PYLORI USING REGRESSION ANALYSIS
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ABSTRACT: Global warming may have a significant impact on human health because of the growth of the population of harmful bacteria such as Helicobacter pylori infection. It is crucial to predict the prevalence of a pathogen in a society in a faster and more cost-effective way in order to manage caused disease. In this research, we have done predictive analysis of H. pylori infection spread behavior with respect to weather parameters (e.g., humidity, dew point, temperature, pressure, and wind speed) of Istanbul based on a database from Istanbul Samatya Hospital. We developed a forecasting model to predict H. pylori infection prevalence. The goal is to develop a machine learning model to predict H. pylori (Hp) related infection diseases (e.g., gastric ulcer diseases, gastritis) based on climate variables. The dataset for this study covered years from 1999 to 2003 and contained a total of 7014 rows from the Samatya Hospital in Istanbul. The weather information related to those years and location, including humidity (H), dew point (D), temperature (T), pressure (P) and wind speed (W), were collected from the following website: https://www.wunderground.com. In this paper we analyzed the forecasting model, which was used to predict H. pylori infection prevalence, by non-linear multivariate linear regression model (MLRM). We applied the non-linear least square method of minimization for the sum of squares to find optimal parameters of MLRM. Multiple Regression Method was used to determine the correlation between a criterion variable and a combination of predictor variables. It was established that the Hp infection disease is most influenced by humidity. Hp prevalence is modelled using the Multiple Regression Method equation, the average H, D, T, P, and W were the most important parameters to deviation of the datasets (testing dataset was 17% and 18% for training dataset). This showed that the statistical model predicts the Hp prevalence with about 83% accuracy of the testing data set (11 months) and 87% accuracy of the training data set (42 months). Based on the proposed model, monthly infection can be predicted early for medical services to take preventative measures and for government to prepare against the bacteria. In addition, drug producers can adjust their drug production rates based on forecasting results.
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### 1. INTRODUCTION

*Helicobacter pylori* is highly prevalent in approximately 50% of the world’s population [1], causes inflammation in the stomach and leads to chronic gastritis, peptic ulcer diseases (PUD), gastric ulcers (GU), duodenal ulcers (DU), and eventually gastric cancer in the human stomach [1,2,3]. In the United States, about 10% of the population will develop a duodenal ulcer at some point in their lives. Peptic ulcer disease affects about 4 million people annually in the world [4]. The occurrence of peptic ulcer disease is similar in men and women. Approximately 11%-14% of men and 8%-11% of women will develop peptic ulcer disease in their lifetime. The mortality rate for peptic ulcer disease is approximately one death per 10,000 cases. The mortality rate due to ulcer hemorrhage is approximately 5%. According to GLOBOCAN 2018 data, stomach cancer is the 3rd most deadly cancer with an estimated 783,000 deaths in 2018 [5]. It causes high cost to society and even brings on high risk to human lives.

The prediction of *H. pylori* prevalence has essential impact on the minimizing of the transmission of *H. pylori* related infectious diseases, which is a core function of public health law. Laws can be affected that prevent prevalence of the infection, but it is crucial to know early about the infection prevalence using forecasting models. The literature consists of some interesting research work related to forecasting models for infections such as malaria, scarlet fever, chickenpox [5] combining Big Data and Neural Networks. Moreover, there are some articles about predictions based on environmental factors which have a great impact on the prevalence of the infections. For instance, Song et al. built a time series model based on eight climate variables to predict hand, foot, and mouth disease [6]. In addition, Lu et al. showed that average daily sunshine time correlated positively with *H. pylori* infection [1]. Previous studies showed that using climate variables can be more accurate and efficient to predict infection prevalence.
Since there is no prediction model for *H. pylori* disease prevalence, we set a goal to design forecasting model for *H. pylori* prevalence based on the following environmental factors: humidity, dew point, temperature, and wind speed by using outstanding machine learning tools such as multivariate linear regression model (MVLR). This model will enable market players (e.g., doctors, government, pharmaceutical firms, etc.) to take sufficient precautions before outbreaks.

Ultimately, by building the forecasting model, we have proven that it is possible to predict the *H. pylori* infection prevalence and to know early information about the spread of the infection. It gives a chance to act for prevention procedures against the infection, which leads not only to reducing the prevalence of the infection, but it also minimizes social costs for the public and saves many people’s lives. Furthermore, it can increase hospital services for patients and drug producers can develop drugs based on the demand of the patients.

2. MATERIALS AND METHODS

2.1 Research Data

From the original dataset from 7014 patients, only non-null values of CLO attribute were selected, leaving 4388 patients between 1999 to 2003 in the Samatya hospital in Istanbul, Turkey, which includes 48 attributes such as visiting date, gastritis cancer, DU, GU, gastritis, abdominal pain, stomachache, and CLO results. The ages were divided into below 20, 20-30, 30-40, 40-50, 50-60, and above 60 years old, representing 2%, 13%, 19%, 24%, 21% and 30% of the total dataset, respectively. More than half of patients were above 50 years old. Cases were 16% of DU, 18% of deformative pylorus, 19% of (peptic ulcer) (PU), 27% of deformative bulbus, 41% of erosive duodenitis, 46% of feel pain, 58% Hp infected, 22% stomachache, 93% of pangastritis and 99% of gastritis of the patients. In addition, there were 51% male and 49% female patients. The bacterial infection of each patient was detected by a special test called CLO and patients with a positive CLO test were assumed to be infected (Table 1).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>4388 of patients (%) percentage from total patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>2247 (51%)</td>
</tr>
<tr>
<td>Male</td>
<td>2141 (49%)</td>
</tr>
<tr>
<td>Pain</td>
<td>2015 (46%)</td>
</tr>
<tr>
<td>Hp</td>
<td>2547 (58%)</td>
</tr>
<tr>
<td>Pangastritis</td>
<td>4087 (93%)</td>
</tr>
<tr>
<td>Erosive duodenitis</td>
<td>1811 (41%)</td>
</tr>
<tr>
<td>Gastritis</td>
<td>4347 (99%)</td>
</tr>
</tbody>
</table>

Weather data (WD), (Humidity - the concentration of water vapor present in the air, dew point - the temperature to which air must be cooled to become saturated with water vapor, temperature - a degree of heat or cold the can be measured using a thermometer in degrees on the Fahrenheit, Celsius, and Kelvin scales, pressure or air pressure - the force per unit of area exerted on the Earth's surface by the weight of the air above the surface, wind speed or wind flow speed - a fundamental atmospheric quantity caused by air moving
from high to low pressure, usually due to changes in temperature) including humidity (%),
dew point (°F) (https://en.wikipedia.org/wiki/Dew_point), temperature (°F), pressure (Hg),
wind speed (mph) was obtained from historical data by average daily information in the
https://www.wunderground.com/history website, joined with the visitor date attribute. The
joined data was transformed to a monthly dataset using sum of Hp and mean of humidity,
dew point, temperature, pressure, wind speed aggregate functions.
The final data contains V (number of visitors), Hp (sum of Hp), H (mean of humidity), D (mean of dew point), T (mean of temperature), P (mean of pressure), W (mean of wind speed) attributes and 53 months of observed rows (see Table 2). All of this was performed using Google Colab Notebook (https://colab.research.google.com/) and Python3 (https://www.python.org/) machine learning libraries (https://scipy.org/) on Google’s Cloud TPU Server.

The dataset above was divided into a train sub set and a test subset with a ratio of 80% and 20%, respectively. It means that all 53 months of rows were split into 42 months of rows of training data subset and 11 months of rows of testing data subset.

2.2 Method
The following multivariate linear regression model was used to forecast Hp based on Table 2 data:

\[ y = f(H, D, T, W) = \beta_1 \sin^2(\rho_1 H + \rho_2 T + \rho_3) + \beta_2 \sin^2(\rho_4 H + \rho_5 T + \rho_6) + \beta_3 \sin^4(\rho_7 H + \rho_8 D + \rho_9) + \beta_4 \sin^4(\rho_{10} W + \rho_{11}) + \beta_5 \sin^4(\rho_{12} D + \rho_{13} T + \rho_{14}) + \beta_6 \]  

(1)

Where:
- \( y \) - dependent variable (\( Hp \) – the number patients who had positive CLO infection test),
- \( H \) - the average of humidity (%)
- \( D \) - the average of dew point (°F)
- \( T \) - the average of temperature (°F)
- \( W \) - the average of wind speed (MPH)
- \( \rho_{1-18} \) - non-linear regression coefficients,
- \( \beta_{1-5} \) - regression coefficients,
- \( \beta_6 \) - constant.

2.3 The Algorithms
In order to determine which \( \rho_{1-18} \) and \( \beta_{1-6} \) vector parameters give the best fit to the data, the sum of squares of the residuals is minimized. The residuals are defined for each observed data-point as

\[ \epsilon_i = y_i - f(H_i, D_i, T_i, W_i) \]  

(2)

Where \( y_i \) is the number of the total infected per month by \( H. pylori \) in the given region. We perform the leastsq command (nonlinear least square solver) in SciPy in python from scipy.org.

2.4 MVLR Assumptions
In order to achieve validity of the tests of hypothesis (like t-test, F-test) and to enhance that OLS estimators are the Best Linear Unbiased Estimator (BLUE), it needs to follow four base assumptions:
1. The relationship between the dependent variable and the independent variables is linear.
2. The residuals are independent.
3. Homoscedasticity.
4. Normality of residuals with mean equals to zero.

The Durbin-Watson statistic (DW) was used to check that residuals are independent. If DW is between 1.65 and 2.35, there is no autocorrelation. If DW is between 1.21 and 1.65 or between 2.35 and 2.79, the test is inconclusive [7]. Homoscedasticity is a word used for the "constant variance" assumption. The regression model assumes that the residuals have the same variance throughout. When this assumption is violated, the problem is called “heteroscedasticity,” or changing variance. We used the Breusch – Pegan and White test to check it. Errors need to be a normal probability distribution. This makes no difference to the estimates of the coefficients, or the ability of the model to forecast. But it does affect the F- and t-tests and confidence intervals. We used more testing algorithms such as Jarque–Bera Test (JB), Shapiro-Wilk Test, D’Agostino’s K-squared Test, Anderson-Darling Test because it is a very important assumption to rate the model.

3. RESULTS AND DISCUSSION

3.1 Statistical Analysis

In Table 2, the four-year hospital statistics show the average monthly infection rate was 58% among average monthly visitors (78 ± 44) of 45.1 patients among average 78.4 visitors per month in four years. It is shown that more than half of visitors were infected by *H. pylori* infection.

<table>
<thead>
<tr>
<th></th>
<th>count</th>
<th>mean</th>
<th>std</th>
<th>min</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Visitors</td>
<td>53</td>
<td>78.4</td>
<td>44</td>
<td>1</td>
<td>49</td>
<td>81</td>
<td>100</td>
<td>190</td>
</tr>
<tr>
<td>Total Hp</td>
<td>53</td>
<td>45.1</td>
<td>25</td>
<td>0</td>
<td>26</td>
<td>47</td>
<td>60</td>
<td>113</td>
</tr>
<tr>
<td>Humidity (°F)</td>
<td>53</td>
<td>72</td>
<td>8.7</td>
<td>54</td>
<td>68</td>
<td>72</td>
<td>78</td>
<td>92</td>
</tr>
<tr>
<td>Wind Speed (mph)</td>
<td>53</td>
<td>9.8</td>
<td>2.2</td>
<td>3.5</td>
<td>8.7</td>
<td>10</td>
<td>11</td>
<td>17</td>
</tr>
<tr>
<td>Dew Point (°F)</td>
<td>53</td>
<td>50.6</td>
<td>12</td>
<td>22</td>
<td>44</td>
<td>50</td>
<td>60</td>
<td>73</td>
</tr>
<tr>
<td>Temperature (°F)</td>
<td>53</td>
<td>61.2</td>
<td>13</td>
<td>36</td>
<td>52</td>
<td>61</td>
<td>72</td>
<td>82</td>
</tr>
</tbody>
</table>

Correlations of attributes for both data sets can be seen in Table 3. H attribute negative correlates to total Hp. D and T were correlated positive with 0.10 and 0.15 respectively.

<table>
<thead>
<tr>
<th></th>
<th>Total Hp</th>
<th>H</th>
<th>W</th>
<th>D</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Hp</td>
<td>1.00</td>
<td>-0.25</td>
<td>-0.02</td>
<td>0.10</td>
<td>0.15</td>
</tr>
<tr>
<td>H</td>
<td>-0.25</td>
<td>1.00</td>
<td>0.14</td>
<td>-0.30</td>
<td>-0.53</td>
</tr>
<tr>
<td>W</td>
<td>-0.02</td>
<td>0.14</td>
<td>1.00</td>
<td>-0.14</td>
<td>-0.12</td>
</tr>
<tr>
<td>D</td>
<td>0.10</td>
<td>-0.30</td>
<td>-0.14</td>
<td>1.00</td>
<td>0.96</td>
</tr>
<tr>
<td>T</td>
<td>0.15</td>
<td>-0.53</td>
<td>-0.12</td>
<td>0.96</td>
<td>1.00</td>
</tr>
</tbody>
</table>
The box plot graph shows that for 5 years the number of visitors was close each month of year in January, February and September. However, in June and July there was very high difference between the number of visitors for each year. While the infected number of patients was very close in January, February, and August, there was a wide spread of numbers and the highest number of the infected patients with Hp in April, June, and July (Fig. 1).

We found various behaviors of the independent variables, such as the number of visitors and the number of Hp infected patients, in different climate conditions. According to the given dataset, the behavior of the independent variables was maximized, when weather temperature was 75-80 °F, the humidity was 75%-80%, the pressure was between 29.8 mmHg and 30 mmHg, the wind speed was between 9 MPH and 10 MPH, and the dew point was between 45 °F and 50 °F, 60 °F and 65 °F. All of those factors were significant since null hypothesis were rejected (p<0.05) (Fig. 2).
Fig. 2: For monthly average data, Hp positive and negative factors are represented by forecast weather variables: temperature (a), humidity (b), pressure (c), wind speed (d), dew point (e).

In addition, the behavior of the independent variables was highly impacted for the 45-50 years old patients (p-value<0.05) (Fig. 3). Moreover, the number of CLO infected patients grew until 50 years old, and it began to drop after that.

Fig. 3: The positive and negative CLO factors are represented by age of the patients.

Here we studied monthly and yearly statistics for NV and NC. NV and NC were more in June and September (p-value<0.05 each) than other months. Also, it is significant for March and August where there were p-values < 0.05 (Fig. 4a). There was strong growth of the number of visitors and CLO patients between 1999 and 2002 and it reached a peak in 2002 (it is significant for 2002, p-value<0.05) and dropped significantly in 2003. Note that there were no records for last two months in 2003 (November and December of data in 2003 (Fig. 4b).

Fig. 4: The positive and negative CLO factors are represented by month (a) and year (b).

3.2 Model

Using Eq. (2) we obtained optimal parameters of Eq. (1) the proposed model described for Hp infection prevalence by the below mathematical formula:
\[ y = f(H, D, T, W) = 31.1237 \sin^2(3.7370H - 121.6778) \sin^2(2.9952T + 112.3183) + \\
68.2460 \sin^2(7.1261 H + 0.2939) \sin^2(8.8473 T + 17.8187) + \\
72.6059 \sin^4(12.4216 D - 15.3039) \sin^4(12.4320 W + 27.8774) + \\
70.2747 \sin^4(16.9445 D + 20.2464) \sin^4(18.7481 W + 21.9338) + \\
19.8196 \sin(22.0029 HD + 12.7998) + 1.6339 \] (3)

The MVRM was obtained with a training subset of data. This formula predicts the accuracy with coefficient of determination \((R^2)\) equal to 87\% and 83\% for train data (42 months) and test data (11 months), respectively (Fig. 4). And adjusted \(R^2\) is 85\% which is high. It means that the correlation coefficient between the observed value of the dependent variable and the forecast value based on the regression model was high.

ANOVA table showed that the value of F statistic was 48.36 and the significance of F was zero which is less than the critical value (p<0.001). The null hypothesis was rejected. It means that the model is significant.

### 3.3 Regression Assumptions

The proposed model was linear by \(\beta_{1-6}\) coefficients. It gives us the first assumption true. DW test was 1.998 which lies between 1.65 and 2.35. Therefore, there is no autocorrelation between residuals and predicted values (Fig. 5b). Thus, the model held 2 assumptions. The Breusch–Pegan Test showed that the null hypothesis was not rejected (p>0.05), meaning that the model holds 3 assumptions. It can be seen in Fig. 5a. by the QQ plot, which easily proves that it is homoscedasticity. The last assumption is also true for the given model and the mean of residuals is zero. In addition, Jarque–Bera(JB), Shapiro-Wilk, D’Agostino’s K-squared, Anderson-Darling tests rejected null hypothesis (p>0.05) which means the residuals are normally distributed (Fig. 5c).

3.1 Forecast Results

The forecasts result of training and testing data were represented by Fig. 6, where it was separated by a grey vertical line. By date (month, year) and the number of CLO are represented by x-axis and y-axis, respectively. Actual data is in blue color, training data is in green and testing data is in red color. The forecasting data started from November, 2002 until October 2003, which means that almost all 1-year forecasts are highly accurate.

We calculated lower and upper prediction intervals using

Upper Prediction Interval \(\text{UPI}_t = \hat{y}_t + z \sqrt{\text{MSE}}\)

Lower Prediction Interval \(\text{LPI}_t = \hat{y}_t - z \sqrt{\text{MSE}}\) (4)
Where:

Mean Squared Error (MSE) = \( \frac{1}{n} \sum (y_i - \hat{y}_i)^2 \) \hspace{1cm} (5)

\( z = 1.645 \), the forecasted data with a 90% prediction interval \hspace{1cm} (6)

Prediction intervals for train data and test data \( UPI_i \) and \( LPI_i \) are represented by green dot line and red dot line, accordingly with 90% probability \( (z = 1.645) \). (Fig. 7a and Fig. 7b).

Fig. 6: True train and test data and its forecasts. (The grey line is separator between train and test data).

Fig. 7: Train data prediction with a 90% prediction interval \( (z = 1.645, \text{MSE} = 79.29) \) for MVRM in (a), test data prediction with a 90% prediction interval \( (z = 1.645, \text{MSE} = 124.13) \) for MVRM in (b.)
4. CONCLUSIONS

In this paper, we proposed non-linear MVRM to predict the prevalence of \( H. \) pylori infection prevalence based on the patients records of the hospital. If average monthly climate variables are introduced, the model predicts the number of \( H. \) pylori infection related to the given month’s average climate variables. The proposed model uses to find patterns of \( H. \) pylori infection behavior based on the mean of humidity, dew point, temperature, and wind speed of months. Our researched showed that only the forecasting model achieves more accurate results by using the combinations of the given climate variables.

Since the infectious disease is a social problem, it can impact not only personal health, but can also cause widespread damage. Therefore, this research is being conducted to minimize social cost by predicting the prevalence of the \( H. \) pylori infection. The aim of this study was to design a forecasting model to predict \( H. \) pylori infection, which does not exist in the research papers yet, by using various input climate variable techniques based on non-linear MVRM with high accuracy. For this reason, we used non-linear Least Square method to find the regression coefficients of the model. The proposed model is significant since it holds four base assumptions of MVRM and gives 83% and 87% accuracy for training and testing dataset, respectively.

The proposed model helps to conduct precise predictive analysis of \( H. \) pylori infection prevalence for 1 year based on the dynamics of climate variables. Keeping in mind importance of climate variables in the forecast modelling of \( H. \) pylori infection prevalence we found high correlation between the climate factors and the prevalence. This model gives high accurate early forecast results which can be used by hospitals or governments to do early prevention acts against the infection prevalence, since it is critical to safe life of people and reduce cost in society. The proposed model is not only giving highly accurate results, but also it is easy to use by excel or sample calculators.

The obtained results of prediction analysis of \( H. \) pylori infection prevalence can be extended to the region with a similar climate condition. In further research, the model can be improved with different regions of databases and climate factors and also to check weather to possibly simplify mathematical formula of the proposed model by reducing the climate variables.

REFERENCES


