AUTOMATIC FACIAL REDNESS DETECTION ON FACE SKIN IMAGE
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ABSTRACT: One facial skin problem is redness. On site examination currently relies on examination through direct observations conducted by doctors and the patient's medical history. However, some patients are reluctant to consult with a doctor because of shame or prohibitive costs. This study attempts to utilize digital image processing algorithms to analyze the patient's facial skin condition automatically, especially redness detection in the face image. The method used for detecting red objects on face skin for this research is Redness method. The output of the Redness method will be optimized by feature selection based on area, mean intensity of the RGB color space, and mean intensity of the Hue Intensity. The dataset used in this research consists of 35 facial images. The sensitivity, specificity, and accuracy are used to measure the detection performance. The performance achieved 54%, 99.1%, and 96.2% for sensitivity, specificity, and accuracy, respectively, according to dermatologists. Meanwhile, according to PT. AVO personnel, the performance achieved 67.4%, 99.1%, and 97.7%, for sensitivity, specificity, and accuracy, respectively. Based on the result, the system is good enough to detect redness in facial images.


KEYWORDS: digital image processing; face skin; redness; redness method

1. INTRODUCTION

Most people experience problems with their facial skin, such as redness [1]. Redness is one of the topics that are often discussed in either health and beauty articles or online consultation of health sites. To examine skin problems, we usually see the doctor for on-site
examination [2]. However, several patients are reluctant to consult with doctors for reasons such as fear and shame. As a result, they decide to treat their skin problem by themselves, commonly known as self-care. However, self-care can sometimes make the redness worse.

Examining facial skin redness using digital image processing is one solution [3-5]. One of the studies that has been conducted is assessment of Rosacea [4-5]. Rosacea is a skin redness problem [6]. Sainthillier et al. quantified the extent and intensity of the Rosacea using image processing and a neural network. The input images used in their study were localized in a specific area, namely the cheekbone area [4]. Furthermore, the investigator selected the zones affected by Rosacea on the image as well as the zones without signal (nonrosacea artefacts, e.g., white background). Those images were taken using a video-capillaroscope with a 50× magnification. Ledoux et al. utilized a perceptual color hit-or-miss transform for detecting Rosacea in skin image [5]. Input images used in their study were of a specific area of skin that contained Rosacea. Novin and Aarabi conducted research for skin redness analysis and pigmented skin lesions analysis [7]. This research analyzed body skin redness and the results were presented in the form of augmented reality on a smartphone. This research uses RGB color space to detect skin. Skin detection using this color space will also detect background objects that have a skin-like color and consider them to be skin as well. RGB color space is also used in the equation to find red regions in the skin. Pixels that have a red color above the threshold were set as part of the reddish object. In redness estimation a slider was provided to get a user defined threshold value.

This study attempts to utilize digital image processing algorithms to analyze the patient's facial skin condition automatically, especially redness detection. A facial redness detection is needed as early detection of skin redness conditions. It can help patients to analyze their facial skin abnormalities. In addition, in the future, the facial redness detection is expected to provide an overview of skincare products that are suitable for facial conditions.

2. METHODS AND DATA

2.1 Data

This research used secondary data obtained from the internet randomly and from beauty product companies (PT. AVO Innovation Technology). Data collected are human face images that have redness in their facial skin without certain race boundaries. The characteristics of the image used are color image, face position facing forward, and evenly distributed lighting. The dataset on this research is 35 images, two as training data and 32 as test data. The collected images are jpg, jpeg, png formats.

2.2 Redness Face Skin

Redness on skin can be caused by increase of hemoglobin saturation, increase in the diameter of the actual skin capillaries, or a combination of these factors [8]. Redness sometimes makes facial skin feel warm or gives a burning sensation. Redness can make a person feel unconfident with their own appearance. Redness on skin can occur due to inflammation, skin irritation, allergies, and bacteria [9].

2.3 Redness Method

Redness Method is feature extraction algorithm to calculate the redness value of each pixel. Eq. (1) is used to determine the redness value of each pixel [7].

\[
\text{Redness} = \max \left\{ 0, \frac{2R-(G+B)}{R} \right\}^2
\]  
(1)
where $R =$ Red intensity in corresponding pixel; $G =$ Green intensity in corresponding pixel; and $B =$ Blue intensity in corresponding pixel.

### 2.4 K-means Clustering

Clustering is a method for dividing a set of data into groups. The clustering-based segmentation used in this research is K-Means. $K$ in K-mean is the total number of clusters, which is randomly determined. K-means clustering will assign a data to a particular cluster according to the distance between the data and the centroid of the $K$ cluster. Data will be assigned to a cluster whose centroid has the shortest distance to the data among the other cluster centroids [10].

### 2.5 Gaussian Filtering

Gaussian filtering is a pre-processing technique in digital image processing. This filter is usually used when an image has a lot of noise. Gaussian filtering reduces the noise by smoothing the image using the Gaussian principle [11]. Images smoothed using Gaussian filtering will usually change to a blurry image. A blurry image helps during the segmentation process because the intensity value of a pixel has a more uniform intensity value compared to its neighbors.

### 2.6 Canny Method

Canny method also known as Canny Edge Detection is a method in digital image processing to detect the edges of objects. Canny Edge Detection uses two thresholds so that it is possible to detect strong and weak edges [12]. Edges in digital image processing are found by representing a series of intensities in the image to a graph. If there are curves on the graph, this shows that there is a drastic change in the intensity of an image. This drastic change in intensity is marked as an edge.

### 2.7 Validation

The validation applied in this research is a Confusion Matrix with a Single Decision Threshold Method. This validation will compare the detection results performed by the system (predictive value) to the results of the diagnosis by the expert (actual value). According to Owens and Sox [13], sensitivity is used to measure the percentage of positive data that is correctly identified (both experts and systems detect the same redness object). Specificity is used to measure the percentage of negative data that is correctly identified (the system does not detect non-redness objects from candidates as redness objects). Accuracy is used to measure the percentage of the system’s precision level in classifying data correctly (data that is predicted correctly by the system is divided by the total number of test data). The Confusion Matrix table can be seen in Table I.

<table>
<thead>
<tr>
<th></th>
<th>Expert</th>
<th>System</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>True</td>
<td>False</td>
</tr>
<tr>
<td>True</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>False</td>
<td>FN</td>
<td>TN</td>
</tr>
</tbody>
</table>

Based on the values of True Positive (TP), False Positive (FP), True Negative (TN), and False Negative (FN) we can get the values of sensitivity, specificity, and accuracy.
Following is the calculation for sensitivity, specificity, and accuracy which can be seen in Eq. (2), Eq. (3), and Eq. (4), respectively.

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \quad (2)
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \quad (3)
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (4)
\]

2.8 Methodology

The design of this research uses the flowchart seen in Fig. 1. The flowchart consists of four main processes. The input of the system is an RGB face image (Original Image) and the output of the system is a face image with a redness object that has been marked (Marked Image). The process consists of pre-processing (image resizing), separating face skin from the background (skin segmentation), redness object detection (feature extraction), and redness marking.

First, the input image is resized (Resized Image) when its number of rows or columns exceeds 500 pixels. If the number of rows exceeds 500 pixels and is longer than the columns, the row size will be reduced to 480 pixels and the column size will be adjusted. Conversely, if the column size exceeds the row size, then the column size will be reduced to 480 pixels and the row size will adjusted. This process is needed because the dataset used is randomly obtained from the internet so the image size can vary.

Second, skin segmentation is the process of separating skin and non-skin objects. This skin segmentation assists the redness detection process to prevent the system from detecting any redness objects that are not in the skin area. This segmentation process separates skin and non-skin objects by clustering using K-Means in the HSV color space.

The Resized Image from the Resize image process is converted to the HSV color space (HSV Image). After being converted, HSV image is segmented according to a threshold value (Segmented HSV Image). The threshold values are less than and equal to 25 for the Hue layer and between 0.15 to 0.9 for the Saturation layer. Next, the Segmented HSV Image is clustered using K-Means clustering. The number of K for K-means clustering is 3, representing skin, non-skin, and background. Skin objects that will be taken from the results of K-means clustering are the cluster that has the highest number of members (Skin Image). This is done by assuming that the skin object has the broadest area in the face image.

Third, the Redness objects in the Skin Image are sought by identifying their characteristics. The Redness method [7] is utilized to calculate the redness value of each pixel in the Skin Image. The Redness method works on RGB images. First, the RGB value of each pixel in Skin Image is obtained. The redness value of each pixel is computed using
Eq. (1). Furthermore, the median of those redness values of all pixels in an image is determined as the threshold. Each pixel that has a value lower than the median will be omitted and each pixel that has a value greater than the median will be retained as a redness object candidate. An image with a redness object candidate is obtained (Redness Candidate Image), but there is noise in that image. A Gaussian filter with standard deviation value is 0.5 is applied in that Redness Candidate Image to get a smoother image and to reduce the noise (Gauss Image).

A Gaussian Image still has non-redness objects, so the object elimination process is needed. First, non-redness objects are eliminated according to pixel value in the Gaussian Image and Redness Image. If the pixel value in the Gaussian Image is equal to 76 (indicating the Redness object in a grayscale image), the pixel value in the Redness Image is retained. Otherwise, the pixel value in the Redness Image is changed to 0 (Gaussian Redness 1 Image). Second, the pixel values in the Gaussian Redness 1 Image that are lower than 1 are retained. Otherwise, the pixel value in the Gaussian Redness 1 Image is changed to 0 (Gaussian Redness 2 Image). Third, objects in the Gaussian Redness 2 Image that have an area wider than 90 are retained. Otherwise, the object is eliminated (Area Image). Fourth, non-redness objects are eliminated by a threshold value according to the RGB color value in the Original Image. The lower threshold value for Red intensity is Mean intensity value in the Red layer subtracted by the multiplication of the standard deviation of the intensity value in the Red layer by 1.32. Whereas the upper threshold value for Red intensity is Mean intensity value in the Red layer added to the multiplication of the standard deviation of the intensity value in the Red layer by 1.32. The same thing is done to find the lower and upper thresholds in the Blue and Green layers. If the redness object candidate in Area Image has an average intensity of RGB color in those range thresholds, the redness object candidate will be retained. Otherwise, it will be eliminated (RGB Eliminated Image). Fifth, non-redness objects are eliminated by a threshold value according to the Hue color value in the Original Image. The lower threshold value for Hue intensity is Mean intensity value in the Hue layer subtracted by the multiplication of the standard deviation of the intensity value in the Hue layer by 1.16. Whereas the upper threshold value for Hue intensity is the Mean intensity value in the Hue layer added to the multiplication of the standard deviation of the intensity value in the Hue layer by 0.5. If the redness object candidate in the RGB Eliminated Image has an average intensity of hue color in those range thresholds, the redness object candidate will be retained. Otherwise, the object is eliminated (Hue Eliminated Image).

The last process is redness object marking using the Canny method. This process marks the redness objects obtained from the Hue Eliminated Image. First, the edge pixels of each redness object in Hue Eliminated Image are detected using the Canny method. In the Original Image, the intensity value of those edge pixels will be changed to red.

3. RESULTS AND DISCUSSION

All processes that have been designed in Fig. 1 were implemented into program code using MATLAB software. The first process is image resizing. The output of this process is the image that looks similar to the original image, but the size of the image is different. The maximum size, 500x500 pixels, is determined based on the training process that gives the best performance for this study. In addition, image size that exceeds 500x500 pixels will take a longer time for computation.

The HSV color space is used in the skin segmentation process because it can distinguish between brown, red, or other tones in the skin image. In addition, HSV is purest form of color based on wavelength that can truly describe the human colors. Images with non-black
and non-white skin color use hue values and saturation for the segmentation processes [14].
This research only uses the hue and saturation layers according to the data set used in this
study. The parameter values of HSV are according to [15].

K-Means clustering is a process to group the results of the HSV segmentation into three
clusters. In the skin segmentation process, there are still background objects in the image
that are categorized as skin, so this process is needed. This clustering separates skin, non-
skin, and background objects. The system will use the intensity value as a reference to group
each pixel. The result of K-Means clustering can be seen in Fig. 2(a)-(c). The cluster that
has the highest number of members, Fig. 2(a), is chosen. The cluster that has the highest
number of members is chosen because face skin is the largest area in the image.
Unfortunately, Fig. 2(a) has many holes. To close those holes, a region filling algorithm is
applied. The result of skin segmentation can be seen in Fig. 2(d). The face skin can be
segmented except the eyebrow. In the redness detection, this is not an issue because this
study looks for the redness object that has red color characteristics.

![Fig. 2: K-Means Clustering Segmentation.](image)

![Fig. 3: Redness object detection (a) Redness method (b) Redness Pixel (c) Gaussian Filtering.](image)

Next, the result of redness object detection with the Redness method can be seen in Fig.
3(a) and 3(b). This method identifies the redness pixel using dynamic parameters according
to the RGB value of each pixel. It is different from using manual color segmentation which
requires the researcher to search the redness range of each image. Gaussian Filtering is
needed to eliminate scattered noise by smoothing the images. This filter can eliminate noise
with results that look similar to the original image. Noise is eliminated without removing
redness objects. The result of image improvement with Gaussian Filtering is shown in Fig.
3(c).

However, in Fig. 3(c) non-redness pixels are still marked, as in the eyes, nose, and lips.
So, to eliminate non-redness pixels, another extraction is conducted. Non-redness objects
eliminated based on pixel value in Gauss Image and Redness Image. Area, mean intensity
RGB, and Hue mean intensity of each object are calculated. The results of those processes are shown in Fig. 4(a)-4(d), respectively.

The result of the previous elimination process is able to eliminate several non-redness objects in the lips. A threshold of 90 for area is selected according to the smallest area of redness objects in the training data. The non-redness objects that are eliminated are quite numerous, with only the large objects left in the nose and neck. When using RGB intensity, the system can eliminate non-redness object in the neck. While using Hue intensity can eliminate the non-redness objects in the nose.

![Fig. 4: Feature Extraction](image1)

(a) (b) (c) (d)

Fig. 4: Feature Extraction (a) by Index (b) by Area (a) by RGB color space (b) by Hue intensity.

![Fig. 5: Redness object Marking](image2)

Fig. 5: Redness object Marking.

The marking process aims to make it easier for users to find the redness object location in face image. The result of marking process can be seen in Fig. 5. The system interface for this study is shown in Fig. 6. The interface of this system consists of three panels. The first panel has an “Insert Image” button and the third panel has a “See Result” button to see the detection results.

The algorithm is validated using a confusion matrix that evaluates 33 test images. The validation process compares the results given by system to the expert’s diagnostic. The experts are a dermatologist from the Faculty of Medicine in Universitas Islam Indonesia and personnel of PT.AVO Innovation Technology. The validation results that compare to the dermatologist get low sensitivity value namely 54% but the specificity and accuracy values can achieve 99.1% and 96.2%. The validation results that compare to PT.AVO Skin Innovation Technology personnel reach similar results. The sensitivity, specificity, and accuracy values are 67.4%, 99.1%, and 97.7%, respectively.
Sensitivity that can only reach around 60% indicates that the detection of the redness object has not yet been optimal. To find the cause of detection failure, the researcher compared the results of the redness marking by the system and the assessment of the expert. In this study there are three causes of failure, namely poor image quality, uneven lighting, and overly wide range of redness color objects. The resolution of the image in Fig. 7(a) is only 250x250 pixels and the lighting is unevenly distributed. In the segmentation process, several parts of skin pixels are categorized into cluster backgrounds. It makes the redness objects unable to be detected in the following step. In Fig. 7(a) the redness objects are diagnosed by experts while in Fig. 7(b) the redness objects are detected by the system. In Fig. 7(d) there are several redness objects that are not detected by the system, whereas they are diagnosed by experts in Fig. 7(c). On the other side, there are also some non-redness objects that were detected as redness objects by the system. Those redness objects cannot be selected by the system because of the range of mean intensity. Hue colors on the redness object are between 0.01 to 0.17. Meanwhile the range of mean intensity of the Hue colors of non-redness objects are between 0.02 to 0.05. So, there are non-redness objects detected as objects, namely eyebrows, lips, and neck. In addition, there are also undetectable redness objects, such as in the left cheekbone because it has a value of 0.4. However, if the Hue color range is increased, it can make the system detect non-redness parts as an object.

4. CONCLUSION

This paper tries to make a facial redness detection system that can analyze facial conditions, especially redness, through facial skin images. The system is expected to help patients for early detection of skin redness conditions to make it easier to select appropriate
facial care products and health care. The redness detection process begins by detecting facial skin in facial images. Furthermore, the redness area will be identified on the facial skin object obtained in the previous process. The method used for detecting red objects on face skin for this research is the Redness method. The output of the Redness method will be optimized by feature selection based on area, mean intensity of RGB, and mean intensity of Hue Intensity. The validation value used is sensitivity, specificity, and accuracy based on experts, namely a dermatologist and PT.AVO Innovation Technology personnel. The results obtained based on the dermatologist is 54%, 99.1%, and 96.2% for sensitivity, specificity, accuracy, respectively. Meanwhile, the results from PT.AVO personnel are 67.4%, 99.1%, and 97.7%, for sensitivity, specificity, accuracy, respectively. The cause of the sensitivity only reaching around 60% are poor image quality, uneven lighting, and an overly-wide range of colors for each object.
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