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ABSTRACT: With increasing members in social media sites today, people tend to share their views about everything online. It is a convenient way to convey their messages to end users on a specific subject. Sentiment Analysis is a subfield of Natural Language Processing (NLP) that refers to the identification of users’ opinions toward specific topics. It is used in several fields such as marketing, customer services, etc. However, limited works have been done on Persian Sentiment Analysis. On the other hand, deep learning has recently become popular because of its successful role in several Natural Language Processing tasks. The objective of this paper is to propose a novel hybrid deep learning architecture for Persian Sentiment Analysis. According to the proposed model, local features are extracted by Convolutional Neural Networks (CNN) and long-term dependencies are learned by Long Short Term Memory (LSTM). Therefore, the model can harness both CNN’s and LSTM’s abilities. Furthermore, Word2vec is used for word representation as an unsupervised learning step. To the best of our knowledge, this is the first attempt where a hybrid deep learning model is used for Persian Sentiment Analysis. We evaluate the model on a Persian dataset that is introduced in this study. The experimental results show the effectiveness of the proposed model with an accuracy of 85%.
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1. INTRODUCTION

In recent years, social media sites have gained a considerable number of members. These sites allow users to express their ideas, so there is a great opportunity for companies and organizations to be informed of users’ ideas as public view [1]. Today many companies try to provide acceptable customer services to encourage people to buy their products. There is also a profound need for some organizations to know people’s political views. On the other hand, with such massive opinionated text data, such as comments in social media sites, reviews in different websites, or even blog posts, companies and organizations must rely on tools to analyse this data. Sentiment Analysis technique has emerged for these purposes [2]. It is one of the most popular applications of NLP.

Sentiment Analysis can be applied at different levels of scope: document level, sentence level, and aspect level. Document level Sentiment Analysis is used to detect the whole document sentiment. Sentence level Sentiment Analysis is used to determine a sentence sentiment while Aspect level Sentiment Analysis is used to recognize every aspect of each entity which is mentioned in a sentence. For example in the sentence: “I really love Apple products, but the latest iPhone is not that great!” There is a positive sentiment about Apple products but a negative opinion about the latest iPhone [3] [4].

Although extracting features from documents plays an important role in classification tasks, most Persian Sentiment Analysis research uses traditional machine learning methods. These methods need to manually extract features from data. Some of the famous techniques are Naïve Bayes (NB), Support Vector Machine (SVM) and logistic regression [5]. On the other hand, text inputs should be fed into Neural Networks in a proper way. Bag of Words (BOW) is one famous method to represent each sentence to the proper form for machine learning. This method is quite simple and effective, but it ignores word order in the document [6], which can cause a significant problem in Sentiment Analysis tasks for two sentences with the same set of words and different sentiments. BOW also doesn’t consider the semantic similarity between words [7].

There are several methods for representing a word properly to feed to machine learning algorithms such as N-gram and binary features. Currently, except scant research in Chinese and Indian languages, the majority of the research is performed on English text. Moreover, Persian language faces some challenging complexity such as a wide variety of suffixes, lack of enriched dataset, etc. [5].

Deep learning has become the main part of many new applications such as Speech Recognition, Object Detection, Text Mining, etc. In this study, a novel deep learning model for Persian Sentiment Analysis is presented. It combines two types of Artificial Neural Network: Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN). In recent years, CNN and RNN have been used successfully in Sentiment Analysis tasks.

CNN is well suited to extract local features from text [8]. RNN is used for processing sequential data [9]. LSTM is a special kind of RNN that is capable of learning long-term dependencies. It can also solve the problem of gradient diffusion and gradient explosion [10].

In this paper, Convolution and Recurrent Neural Network are combined for Persian Sentiment Analysis. We take advantage of automatic feature extraction by using CNN. Long-distance dependencies are also learned by LSTM. On the other hand, instead of representing each word by its index in the vocabulary, we use word2vec as an embedding
algorithm, which is key to the state-of-the-art results achieved by the proposed neural network architecture. Two datasets are introduced in this study. They have about 9000 and 3000 sentences respectively that are labelled as positive, negative and neutral.

The contents of this paper are divided into the following sections: section 2 talks about previous works. Section 3 consists of the proposed model. We describe our hybrid CNN and RNN model in detail in this section. Section 4 describes the dataset and presents experimental results. Finally, the paper is concluded in the last section.

2. RELATED WORK

Sentiment Analysis is a field of NLP that focuses on identification and extraction of people’s opinions. Generally, the various challenges present in the Persian language have limited the quantity of works done on Persian Sentiment Analysis. However, Sentiment Analysis is an on-going field of research, and in this section, some studies on Sentiment Analysis are summarized.

Pang and Lee [11] used a Movie Reviews dataset and selected different words from their dataset as features. They examined features through different machine learning techniques such as Naive Bayes, Max-Entropy and SVM. In comparison to studies reported for standard topic-based categorization, they were not able to achieve desirable results. They also couldn't address the co-reference problem in a sentence. Wang and Manning [12] investigated a simple NB and SVM variant for sentiment classification. They showed that using word-bigram features created robust results. Furthermore, their study showed that SVM and NB were effective for full-length and short reviews respectively. For text classification, Bag of Words model was used to represent their document. One drawback of this model occurs when the size of the training set is small. BOW also ignores the grammatical structure and word order. However, Mass et al. [13] introduced a novel model that captured both semantic and sentiment similarities among words. To capture sentiment similarities, they used a supervised learning method. The semantic similarities were also learned by word2vec. Although their model was sensitive to seed words and missing key words could lead to poor performance, they achieved acceptable results.

Socher et al. [14] used a Sentiment Treebank and proposed a model which is called Recursive Neural Tensor Network (RNTN). It was too similar to the model that was proposed by Socher one year before [15] which is called Matrix-Vector RNN (MV-RNN). MV-RNN was similar to Recursive Neural Network but to represent words and phrases, it assigned both a vector and a matrix to each node in the parse tree. Their model could learn the meaning of each word. It could also learn how a word modifies its neighbours. However, one main problem with MV-RNN was that the number of parameters heavily depended on the size of the vocabulary and became very large. To address this problem, the authors proposed a RNTN model that used the same, tensor-based composition function for all nodes.

Le and Mikolov [6] proposed a Paragraph Vector, an unsupervised algorithm that learned continuous distributed vector representations. They used their model for Sentiment Analysis task and achieved state-of-the-art results. The novelty of their study was that the model could be applied to variable-length pieces of texts. Their model also represented each document by a dense vector.

Bagheri et al. [16] suggested a model based on a lemmatization approach for Persian Sentiment Analysis. They employed a Naive Bayes algorithm for classification. Their model, such as most of other Persian Sentiment Analysis studies used traditional machine
learning models (Alimardani et al. [17], Hajmohammadi et al. [18], Basiri et al. [19]). One drawback of these studies was that they relied on manual feature engineering while the proposed model tries to learn high-level features from data in an incremental manner using a deep learning model. Hence, the feature extraction step is not done by expertise. The proposed model can also be more accurate and precise.

Roshanfekr et al. [20] proposed a deep learning model for Persian Sentiment Analysis. Their model had two learning phases, using Skip-gram model for learning vector representation of words and utilizing two deep neural networks (Bidirectional LSTM and CNN) separately in a supervised way. In our study, two hybrid neural network architectures are employed to classify Persian reviews and comments. Concatenated CNN with LSTM and CNN with Gated Recurrent Unit (GRU) are used to classify sentiments into three classes as Positive, Negative, and Neutral. In the proposed model, local features can be captured by CNN and context can be learned by LSTM or GRU whereas in just another work with deep learning for Persian Sentiment Analysis, two single networks were used separately [20] and their model couldn't harness both CNN's and LSTM's abilities. However, the ordering of layers in our proposed model plays a significant role in how well it performs.

To obtain word embedding, Word2vec technique is used in the proposed model. Word2vec uses a neural network with a single hidden layer to train the model. This technique addresses some of the challenges in Persian such as different writing style, existence of inter words space, etc. while most of other word representing models such as term frequency, which was deployed in the previous Persian Sentiment Analysis studies such as Bagheri et al. [16] Alimardani et al. [17], couldn't solve these difficulties.

As mentioned before, there isn’t enough research on Persian Sentiment Analysis with deep learning. Based on the author’s knowledge, it is the first study on Persian Sentiment Analysis with a hybrid deep learning architecture. We propose the combination of CNN and RNN (LSTM, GRU) that gives a better performance than CNN and RNN separately.

3. PROPOSED METHODOLOGY

In this study, a hybrid deep learning model is presented to classify each Persian sentence as positive, negative, or neutral sentiment. Figure 1 shows the overall framework of the proposed model. According to Fig. 1, after creating a Persian dataset, for each sentence, the word embedding step is done by word2vec. Afterward, CNN extracts local features. Multiple kernel sizes are used in this step. A Rectified Linear Unit (Relu) is also applied as activation of CNN layer output. Kim [21] demonstrated that CNN can improve results in sentence classification tasks. After using a pooling layer to create higher order features, the low-level translation constant features which are learned by CNN passed to LSTM as the inputs. LSTM can learn the long term dependencies and process sequence inputs. Finally, after using a fully connected layer, the model tries to predict the sentiment of each input sentence as positive, negative, or neutral.

The content of this section is divided into the following parts: word embedding, convolutional, pooling, dropout, RNN, and fully connected.
3.1 Word Embedding

To perform Sentiment Analysis, the first step is choosing a proper representation of the target document. This step plays a significant role in deep learning. In this study, we use unsupervised learning of word-level embedding using a word2vec model [22]. This model consists of both skip-gram and continuous Bag of Words for computing vector representation. These vectors capture some useful semantic information about words and their relationship to each other.

Let $S$ be the size of bag of words and $Le$ be the length of a word-embedding, so the word embedding for vocabularies is encoded by column vectors in an embedding matrix $Q \in R^{S \times Le}$. A sentence can be represented in the way that is shown in Eq. (1):

$$Sen = \{w_1, w_2, w_3, ..., w_l\}, wi \in [1, S], i \in [i, l]$$  \hspace{1cm} (1)

The sentence-level representation presents in the Eq. (2-3):

$$C_i = Q [w_i], Ci \in R^{Le}$$  \hspace{1cm} (2)

$$C = [C_1, C_2, C_3, ..., C_l], C \in R^{l \times Le}$$  \hspace{1cm} (3)

3.2 Convolution

CNN is a specific type of neural network. CNN can work well with spatial data because it only uses the certain connection from the previous layer; it can understand the sentiment of inputs in an acceptable way [8]. The convolution operation goes across the whole input matrix that was mentioned in section 3.1 to extract sentiment features.

For each window of given input with the size of $w$, the same weight matrix is applied to extract local features vector of size $l-w+1$ by utilizing the matrix over all words of the input. A Rectified Linear Unit (Relu) is also applied as activation of a CNN layer output that replaces negative outputs with zero. The output of this layer has the same shape as the input.

3.3 Max Pooling

We apply the max-pooling operation to the output of the convolutional layer, so the feature maps are passed on to this layer to take the maximum feature value. Let $c_i$ be a feature that was generated in the previous section: max-pooling operation takes the maximum feature value $c_{max}$ among one map $c$ in the way that shows in Eq. (4).
In this section, we use a dropout layer that randomly sets a portion of the input to zero. This layer prevents network overfitting. It also distributes the network so as to not concentrate on particular pieces of input.

3.5 RNN

A recurrent neural network (RNN) is a type of artificial neural network. It is used in several NLP studies. They are designed to recognize the characteristics of a sequence of data. [23] As mentioned before, features are captured by CNN. In this step, LSTM and GRU as two kinds of Recurrent Neural Networks are used to learn context. Therefore, the features are taken to Long Short Term Memory (LSTM) and Gated Recurrent Unit (GRU).

LSTM is an artificial Recurrent Neural Network. It is capable of learning Long-Term dependencies so it can process the entire sequence of data. A common LSTM unit is composed of a cell, an input gate; a forget gate and an output gate. The input gate determines which information should enter the cell state. The forget gate determines which information must be removed from previous cell states to only keep relevant information. The output gate determines how much of the internal state should be exposed to the higher layers. Figure 2 shows how LSTM computes hidden state with Eq. (5-10) [23].

\[ C_{max} = \text{max}\{c\} = \text{max}\ \{c_1, ..., c_t\} \]  

\[ i_t = \sigma(x_t U^i + h_{t-1} W^i) \]  

\[ f_t = \sigma(x_t U^f + h_{t-1} W^f) \]  

\[ o_t = \sigma(x_t U^o + h_{t-1} W^o) \]  

\[ \hat{C}_t = \tanh(x_t U^g + h_{t-1} W^g) \]  

\[ C_t = \sigma(f_t \odot C_{t-1} + i_t \odot \hat{C}_t) \]  

\[ h_t = \tanh(C_t) \odot o_t \]  

Where \( i, f, o \) are input, forget, and output gates, respectively. \( \sigma \) denotes the logistic sigmoid function, \( w \) is the recurrent connection at the previous and current hidden layer. \( U \) is the weight matrix that connects the inputs to the current hidden layer. \( x \) is the input vector. \( \hat{C}_t \) is a candidate hidden state. \( C_t \) is the internal memory of the unit.

GRU is a gating mechanism in RNN. It is like LSTM but has fewer parameters. It is also easy to train. A GRU unit has two gates: an update gate and a reset gate. The update gate
determines how much of the previous memory should be kept around. The reset gate determines how to combine the new input with the previous memory. Figure 3 shows how GRU computes the hidden state with Eq. (11-14) [23].

\[
\begin{align*}
    r_t &= \sigma(x_t U^r + h_{t-1} W^r) \\
    z_t &= \sigma(x_t U^z + h_{t-1} W^z) \\
    \hat{h}_t &= \tanh(x_t U^h + (r_t \odot h_{t-1}) W^h) \\
    h_t &= (1 - z_t) \odot h_{t-1} + z_t \odot \hat{h}_t
\end{align*}
\]

Where \( r \) is a reset gate, and \( z \) is an update gate.

**3.6 Fully Connected**

The last layer is a fully connected layer that receives all the features generated before the final output. We utilize cross-entropy as the loss function, which measures the difference between the real and the output sentiment distribution. The output of dense layer is calculated by loss function. Adam optimizer is also used in this step. The fundamental architecture of the proposed model for a Persian sentence is shown in Fig. 4. According to Fig. 4, for each input sentence, word embedding step is done by Word2vec. Afterward, the model tries to predict each sentence sentiment with the combination of two Neural Networks: CNN and LSTM.
4. EXPERIMENT AND RESULTS

The experimental setup consists of a window operating system running a python virtual environment on python 3.6. The setup was done on Pycharm, which is an open-source application. This section is divided into the following parts: data, convolutional and activation, max-pooling and dropout, RNN and baseline.

4.1 Data

In Persian, one problem of NLP tasks is that there is no standard dataset for Sentiment Analysis. In this section, we used a crawler to collect our data from www.digikala.com which is a famous Persian site for electronic products. We named this dataset “PE” which stands for Persian Electronic dataset. We also used twitter streaming API for creating our second dataset about the political issue in Persian. We named this dataset “PP”, which stands for Persian Political dataset. “PE” as the basic dataset, has 9066 sentences and “PP” has 2550 sentences. We manually classified each sentence as positive, negative, or neutral using ten different computer scientists and native speakers to decide about each sentiment. Table 1 illustrates all details about each dataset. In the table (Nu, N+, N-) are the number of neutral, positive, and negative sentences respectively.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>N+</th>
<th>N-</th>
<th>Nu</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>PE</td>
<td>3022</td>
<td>3022</td>
<td>3022</td>
<td>9066</td>
</tr>
<tr>
<td>PP</td>
<td>850</td>
<td>850</td>
<td>850</td>
<td>2550</td>
</tr>
</tbody>
</table>

The following sections determine the optimal parameters drawn by the experiment.

4.2 Convolutional Layer and Activation

The optimal 1- dimensional kernel sizes were 3, 5, and 7. These kernel sizes produced higher accuracy. The optimal number of the filter was 128. The Relu activation layer was also used in this section

4.3 Maxpooling and Dropout

Regarding our experiment for max-pooling, the optimal kernel size was 2. The dropout layer was set at the rate of 0.5 to reduce overfitting. It conducted the model for understanding the data in a better way and could also be the cause of a higher accuracy.

4.4 RNN

LSTM and GRU have 128 and 256 units respectively. Regarding the experiment, increasing or decreasing, the number of units causes overfitting. It can also reduce accuracy.

4.5 Results

We compared our results with four well-known Sentiment Analysis studies. Table 2 reports the experimental results of each model on our Persian dataset.

According to the table, model 1 is one of the best traditional approaches called NBSVM [12]. Model 2 and 3 are two studies on Persian Sentiment Analysis. They deployed Naive Bayes and Logistic Regression respectively [19] [17]. Model 4 and 5 are suggested as other deep learning studies in Persian [20]. They utilized Bidirectional-LSTM and CNN separately on their proposed models. The results show the hybrid deep learning model outperforms other models since it can harness both CNN's and LSTM's abilities. Furthermore, the proposed model tries to learn high-level features from data in an incremental manner. The proposed model also uses word2vec as an unsupervised learning
step for word representation. Word2vec uses semantic information from the corpus. It helps the model to perform better and overcomes most challenges in Persian such as the different writing style, etc. As shown in the table, CNN-LSTM works almost better in comparison to CNN-GRU, so CNN-LSTM is chosen as the final proposed architecture.

Table 2: Comparative results of different methods on Persian dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>F-Score</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model1: NBSVM</td>
<td>44%</td>
<td>70.7%</td>
<td>31.9%</td>
</tr>
<tr>
<td>Model 2: Naïve Bayes</td>
<td>62.5%</td>
<td>65.4%</td>
<td>61.7%</td>
</tr>
<tr>
<td>Model 3: logistic regression</td>
<td>67.1%</td>
<td>68.9%</td>
<td>65.4%</td>
</tr>
<tr>
<td>Model 4: Bidirectional-LSTM</td>
<td>53.8%</td>
<td>54.3%</td>
<td>55%</td>
</tr>
<tr>
<td>Proposed Model: CNN-LSTM</td>
<td>85%</td>
<td>86.5%</td>
<td>86%</td>
</tr>
<tr>
<td>CNN-GRU</td>
<td>85.8%</td>
<td>85%</td>
<td>82%</td>
</tr>
<tr>
<td>GRU</td>
<td>74%</td>
<td>77.5%</td>
<td>75.6%</td>
</tr>
</tbody>
</table>

Figure 5 is the illustration of the ROC curve for the proposed model. The Roc curve analysis is a fundamental tool for evaluating the performance of different models. It compares True Positive with False Positive rates for all possible thresholds. Figure 5 shows ROC evaluation for CNN-LSTM model on the first dataset (PE). According to the curve, Macro and Micro evaluation for three classes (Class 0: Positive, Class 1: Negative and Class 2: Neutral) of this study are 86% and 83% respectively. A Macro-Average computes the metric independently for each class and then takes the average while A Micro-Average aggregates the contributions of all classes to compute the average metric. The ROC curve also shows the evaluation of each class separately.

5. CONCLUSION

Sentiment Analysis is an on-going field of study. However, limited studies have been conducted in Persian language. Based on the author’s knowledge, this is the first study on
Persian Sentiment Analysis that uses hybrid deep learning architecture CNN-LSTM. The CNN-LSTM architecture involves CNN for feature extraction and LSTM for learning the long term dependencies. Therefore, the model can harness both CNN’s and LSTM’s abilities and gets better results with an accuracy of 85%. Additionally, we collected two different Persian datasets from Twitter and digikala as the most famous digital products site. We labelled these sentences as positive, negative, or neutral. They can be useful datasets for Persian language.
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